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Abstract Several studies support the psychological reality of
a mental timeline that runs from the left to the right and may
strongly affect our thinking about time. Ulrich and Maienborn
(Cognition 117:126-138, 2010) examined the linguistic
relevance of this timeline during the processing of past- and
future-related sentences. Their results indicate that the
timeline is not activated automatically during sentence
comprehension. While no explicit reference of temporal
expressions to the left-right axis has been attested (e.g.,
*the meeting was moved to the left), natural languages refer to
the back—front axis in order to encode temporal information
(e.g., the meeting was moved forward). Therefore, the present
study examines whether a back—frontal timeline becomes
automatically activated during the processing of past- and
future-related sentences. The results demonstrate a clear effect
on reaction time that emerges from a time—space association
along the frontal timeline (Experiment 1). However, this
activation seems to be nonautomatic (Experiment 2), render-
ing it unlikely that this frontal timeline is involved in
comprehension of the temporal content of sentences.

Keywords Language comprehension - Mental timeline -
Back-frontal timeline - Metaphoric mapping - Space—time
congruency effect

When we talk about time and temporal notions, we often use
words that serve primarily to express spatial relationships; to
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look forward to welcoming you, to look back to the good old
times, or to be years ahead are just a few illustrative
examples. This kind of metaphoric time reference presum-
ably indicates that we engage spatial representations in our
minds when thinking about time. It has been argued that this
mental reference to spatial representations is necessary
because, in contrast to space, some aspects of time cannot
be experienced but only imagined (Evans, 2006; Ornstein,
1969; Woodrow, 1951). For example, we can directly
observe moving the car forward, yet we can only imagine
moving forward the meeting (see Casasanto, Fotakopoulou,
& Boroditsky, 2010). It has therefore been suggested that we
draw on the mentally more accessible domain of space to
enable our thinking about time (e.g., Boroditsky, 2000).
This idea that thinking about time is rooted in spatial
representations has long been a subject of inquiry in
philosophy, linguistics, and psychology (e.g., Boroditsky,
2000; Casasanto et al., 2010; Clark, 1973; Evans, 2006;
Fraser, 1966; Haspelmath, 1997; Klein, 2009; Tversky,
Kugelmass, & Winter, 1991). According to this view—also
called the spatial metaphor of time (e.g., Clark, 1973,
p. 50)—we heuristically use space to structure and concep-
tualize time. Spatial representations in our minds are most
likely richer than temporal ones, because the former ones are
built up through relatively concrete perceptuomotor experi-
ences that we have when interacting with the environment
(Talmy, 1988; see Kranjec & Chatterjee, 2010, for a critical
review in the domain of cognitive neuroscience). In fact,
several sources of converging evidence suggest that our
representations of time depend on our representations of
space. First, in natural languages across the world, the
vocabulary of time has spatial roots (Haspelmath, 1997;
Lakoff & Johnson, 1980; Nunez & Sweetser, 2006). For
example, Haspelmath’s crosslinguistic survey of data from
53 different languages shows that the overwhelming majority
of temporal expressions originate from spatial expressions.
Second, young children acquire spatial expressions such as
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there and here earlier than the related temporal counterparts
then and now (e.g., Clark, 1973; Graf, 2006; Weilenborn,
1988). This observation is consistent with the assumption
that the domain of space has to be structured in children’s
minds before they can process and express temporal
relationships as effectively as spatial ones.

Furthermore, experiments with adults (Boroditsky, 2000;
Casasanto & Boroditsky, 2008) and children (Casasanto et
al., 2010) have shown that spatial information influences
temporal judgments, but not the other way around. For
example, the participants in Casasanto and Boroditsky’s
study viewed a line on a computer screen and were asked to
estimate either its duration of presentation on the screen or
its spatial length. Although judgments about presentation
duration were influenced by line length, judgments about
line length were uninfluenced by presentation duration.
Therefore, this asymmetrical influence between time and
space not only emerges when people process linguistic
stimuli, but is also found when people perform such a low-
level psychophysical task. This indicates that the asymmet-
ric linkage of time and space is established already at a
nonlinguistic level of cognition, suggesting that it is a
fundamental property of the human cognitive system. A
variety of nonlinguistic tasks strengthen this view (e.g.,
Boroditsky, 2000; Fuhrman & Boroditsky, 2010; Ishihara,
Keller, Rossetti, & Prinz, 2008; Lakens, Semin, & Garrido,
2011; Ono & Kawahara, 2007; Roussel, Grondin, &
Killeen, 2009; Tversky et al,, 1991; Vallesi, Binns, &
Shallice, 2008; Xuan, Zhang, He, & Chen, 2007).

The claim that the linkage of time and space is a
fundamental feature of our cognitive system has received
strong support from recent reaction time (RT) studies (e.g.,
Santiago, Lupianez, Pérez, & Funes, 2007; Torralbo,
Santiago, & Lupiafiez, 2006; Ulrich & Maienborn, 2010;
Weger & Pratt, 2008). Torralbo et al. were the first to
demonstrate a space—time congruency effect on RT. For
example, in Experiment 1 of their study, participants
viewed a face silhouette in side view looking to the right
or to the left on a computer screen. A word referring either
to the past or to the future (e.g., Spanish dijo, “he/she said”
vs. dird, “he/she will say”) was presented in front of or
behind this face. Depending on the temporal reference of
this word, participants were instructed to respond vocally
either pasado (“past”) or futuro (“future”). A trial was
front-back congruent when a future (past) word appeared in
front of (behind) the face. The onset of the vocal responses
was approximately 15 ms shorter on congruent than on
incongruent trials. Their second experiment was identical to
the first one, except that participants were now instructed to
respond manually to the temporal content of the words.
Specifically, participants responded with their left (right) hand
to past (future) words. Surprisingly, the front-back congruen-
cy effect disappeared, and a left-right congruency effect
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appeared. This time, responses were about 15 ms shorter when
participants responded with their left (right) hand to past
(future) words than when the mapping of past and future to the
two hands was reversed. Although the results of Torralbo et
al.’s study clearly demonstrate a cognitive linkage between
time and space, their results also indicate that space—time
congruency effects may severely depend on the interaction of
response modality and the conceptual projection of space to
time (i.e., on front—back vs. left-right projection).

The front-back congruency effect originally reported in
Torralbo et al. (2006) has been investigated with manual
responses by Sell and Kaschak (2011). In this recent study,
participants made sensibility judgments about sentences by
moving their right hand either away from or toward their
body. Sell and Kaschak presented their participants small
texts consisting of three sentences, in which the second
sentence expressed a time shift either to the past or to the
future. In agreement with Torralbo et al.’s study, the temporal
content of these critical sentences interacted with movement
direction; RTs were shorter when past (future) was mapped
on responses toward (away from) the body. This effect
disappeared, however, when the time shift was small (e.g.,
1 day versus 1 month) and when the responses were spatially
arranged (i.e., one response hand located close to the body
and the other one located farther away from the body).

Since the study of Torralbo et al. (2006), researchers have
focused on the left-right congruency effect and have
successfully replicated it for manual responses (Lakens et
al., 2011; Santiago et al., 2007; Ulrich & Maienborn, 2010;
Weger & Pratt, 2008). This space—time congruency effect on
RT provides converging evidence for a left-to-right mental
timeline, which seems to have its origin in the writing system
of a culture (Fuhrman & Boroditsky, 2010; Ouellet,
Santiago, Israeli & Gabay 2010b; Tversky et al, 1991).
Consistent with such a left-to-right coding of time, sign
languages make use of the left-right axis as well to refer to
the temporal sequence of events (Emmorey, 2001). Further-
more, research employing event sequences in natural scenes
has provided evidence that mental representations of such
sequences unfold from left to right in our minds (Fuhrman &
Boroditsky, 2010; Santiago, Roman, Ouellet, Rodriguez, &
Pérez-Azor, 2010). These additional results hint toward the
assumption that this left-right mental timeline is involved in
several cognitive functions and is not just an epiphenomenon
without any cognitive purpose.

In their RT study, Ulrich and Maienborn (2010)
examined the linguistic relevance of the mental timeline
for the processing of sentences. Ulrich and Maienborn
combined the methodology of previous RT studies with the
sensibility judgment task employed by Glenberg and
Kaschak (2002) and by Sell and Kaschak (2011). Their
first experiment examined whether the left-right compati-
bility effect observed by Santiago et al. (2007) and by
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Torralbo et al. (2006) generalizes to the processing of
complete sentences. On each trial, a sentence that referred
either to the past (e.g., Mona and Diana danced the whole
night through) or to the future (e.g., We will get off in Bonn
in five minutes) was presented on a computer screen in front
of the participant. In the congruent condition, participants
responded with a left-hand (right-hand) keypress to senten-
ces referring to the past (future). In the incongruent
condition, this assignment was reversed. To make sure that
participants processed the content of the sentence, nonsen-
sical sentences (e.g., The fir trees have put on their coat
while bathing) were presented on catch trials (see Glenberg
& Kaschak, 2002), and participants were asked to refrain
from responding in this case (i.e., sensibility judgment).
Consistent with previous studies (i.e., Santiago et al., 2007;
Torralbo et al., 2006; Weger & Pratt, 2008), RT was shorter
for the left/past-right/future mapping than for the left/
future—right/past mapping. This left-right congruency effect
confirms the psychological reality of a left-to-right mental
timeline even during the processing of whole sentences.

Experiments 2 and 3 in Ulrich and Maienborn’s (2010)
study tested whether the temporal reference of a sentence
produces automatic activation of the mental timeline.
Participants in Experiments 2 and 3 judged the content of a
sentence (i.e., sensible vs. nonsensical) but not its temporal
relation to the past or the future. Therefore, the temporal
information of the sentence was no longer task relevant. A
space—time congruency in these experiments is usually seen
in analogy to the SNARC effect (spatial numerical associ-
ation of response codes; Dehaene, Bossini, & Gireaux, 1993)
and the Simon effect (Simon & Rudell, 1967); both effects
demonstrate that task-irrelevant information influences auto-
matically the speed of a response. Thus, if sentence meaning
were action based (e.g., Glenberg & Kaschak, 2002), it
should be easier for participants to classify past-related
sentences as sensible when they have to press the left key
rather than the right key in response to sensible sentences.
Analogously, processing of future-related sentences should
be facilitated when they have to press the right rather than
the left key in response to sensible sentences. Contrary to
this prediction, the space—time congruency effect observed in
Experiment 1 disappeared in these additional experiments,
which argues against an automatic account.

The failure to find automatic response activation in
Ulrich and Maienborn’s (2010) study could simply reflect
the fact that a coding of time from left to right has no
counterpart in natural languages. While virtually all
languages have explicit spatial means to refer to time (see
above), there seems to be no single language that employs
the concepts of left and right for the expression of time. For
instance, while one frequently encounters expressions like
the day before Christmas, no case of an expression like
*the day to the left of Christmas is attested across the

languages of the world (e.g., Haspelmath, 1997; Radden,
2004). In his crosslinguistic survey of spatial metaphors of
time, Radden (2004, p. 228) therefore concluded that “the
lateral axis with a left-right orientation . . . does not seem to
offer any sensible spatial basis for our understanding of
time at all” (see also Haspelmath, 1997, p. 22). Yet
expressions like the summer term lies behind us or the
winter term lies before us are commonplace. Thus, in
languages worldwide, there is a strong tendency toward the
use of the back—front axis where the future is mapped onto
the front and the past onto the back (see Haspelmath, 1997;
Radden, 2004; Traugott, 1978; see, however, Nufiez &
Sweetser, 20006, for a reversed mapping of past and future
along the back—front line in the Amerindian language
Aymara)." In conclusion, if processing of temporal sentence
information automatically activates the front-back axis, a
front-back congruency effect should emerge even when the
temporal content of the sentence is task irrelevant.

One might be inclined to assume that Sell and Kaschak
(2011) and Torralbo et al. (2006) provided evidence for an
automatic activation of the front—back axis. However, such
a conclusion is premature. First, the study of Sell and
Kaschak demonstrated a front-back congruency effect only
when participants build up a discourse model. In this case, a
sufficiently large time shift during the discourse may well
activate spatial schemata—for example, when one tries to
mentally integrate the temporal sequence of events of a
narrative text. In this case, participants may organize these
events along a mental timeline, which, in turn, may activate
spatial schemata. This does not mean, however, that the
processing of a single sentence itself would automatically
activate the front-back timeline. Second, the front-back
congruency effect reported by Torralbo et al. in their first
experiment may be attributed to the linguistic nature of the
vocal response, rather than to the linguistic stimulus that
appeared before or behind the face silhouette. This account
received support from the data of their second experiment
with manual responses, because in this case, the front—back
congruency was no longer observed (we will return to these
points in the General discussion section).

The present RT study examined the linguistic relevance
of a front-back mental timeline for the processing of whole
sentences. The experimental design emulated the design in
Ulrich and Maienborn (2010). Unlike in their design, responses
were arranged along the frontal (back—front) line before the
participants, instead of the lateral (left-right) line before the
participants. A device was employed that required a hand

! Boroditsky and Gaby (2010) examined the cognitive representation
of time in Pormpurraaw, which is a remote Australian Aboriginal
community. This community uses predominantly an absolute spatial
representation system, and, accordingly, it represents time from east to
west and, thus, not with respect to the body, as is the case in the
representation of time in other cultures.
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movement to the back (i.e., a movement toward the participant)
or to the front (i.c., a movement away from the participant)
when a sentence referred to the past or to the future. Thus, we
used a single-hand movement, as in the study of Sell and
Kaschak (2011). In Experiment 1, we examined whether a
space—time congruency effect on manual RT exists for the
front-back axis. The existence of this effect has to be
established to address the major objective of this study—
namely, whether or not this effect is the sign of an automatic
activation process. Experiment 2 was designed to test whether
or not the mental timeline becomes automatically activated
during sentence processing, by using a purely implicit RT task.

Experiment 1

In each trial of the present experiment, a sentence that referred
either to the past or to the future was presented on a computer
screen in front of a participant. In the congruent condition, the
participant responded with a movement toward the back to
past-related sentences and with a movement toward the front
to future-related sentences. In the incongruent condition, this
assignment was reversed; that is, participants responded with
a backward movement to a future-related sentence and with a
forward movement to a past-related sentence. As in Ulrich and
Maienborn (2010, Experiment 1), nonsensical sentences
were presented on one half of all trials, and participants
were to refrain from responding to those. If the space—time
congruency effect on RT reported by Ulrich and Maienborn
generalizes to the back—front dimension, RT should be
shorter for the back—past and front—future mapping than for
the back—future and front—past mapping.

Method

Participants Sixty volunteers participated in this 60-min
experiment. All were native speakers of German and
received either course credit or payment for their participa-
tion. Due to high error rates (fewer than 90% correct trials),
2 volunteers were excluded from the analysis, reducing the
total number of participants to 14 men and 44 women (M =
25.9 years, SD = 7.9 years). All but 6 participants reported
being right-handed. They reported normal hearing and
normal or corrected-to-normal vision. Participants were
naive with respect to the experimental hypothesis.

Stimuli and apparatus The experiment was run in a sound-
attenuated, dimly illuminated room. Sentences were presented
on a monitor at a viewing distance of 60 cm. Each sentence
was displayed in black (0.23 cd/m?) against a white
background (201 cd/m?) in the middle of a computer screen
(standard VGA screen, 60 Hz), using 15-point Arial font.
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The same sentences were used in this experiment as by Ulrich
and Maienborn (2010). Sixty of them were sensible sentences
referring to the future (SF), 60 were sensible sentences referring
to the past (SP), 60 were nonsensical sentences referring to the
future (NF), and 60 were nonsensical sentences referring to the
past (NP) (see Table 1 for illustrations).

The response device recorded continuous movements of the
manual response in the horizontal plane (Fig. 1). The device was
62.2 cm long and 12 cm wide. It consisted of a metal platform
with a slider attached to a handle (2.9 cm in diameter). The
handle could be used to move the slider horizontally in both
directions along a straight track up to the respective end of the
apparatus. The start position was the center position on the
track; a spring kept the slider in that position. The device was
located in front of the participant along the midsagittal plane,
with the track being oriented in parallel to this plane.
Participants operated the slider with their dominant hand.

Touch-sensitive devices registered the onset of the response
(i.e., when the slider began to be moved from its start position)
and the time when the slider reached one of the two endpoints
of the track. We measured the RT required from the onset of
the presentation of the sentence to the onset of the response, as

Table 1 Example sentences used in Experiments 1 and 2 (English
translations are given by interlinear word by word glosses and by
normal translation)

Type Examples

SP Hanna reparierte gestern ~ das Fahrrad.
Hanna repaired yesterday the bike

(Yesterday, Hanna repaired the bike.)

SF Morgen  frith unterschreibt der Chef den Antrag.

Tomorrow morning signs the boss the application

(The boss will sign the application tomorrow morning.)

NP Die Tannen haben sich ~ badend ihren Mantel angezogen.

The fir trees have REFL swimming their coat put.on

(The fir trees have put on their coat while bathing.)

NF Nichsten Sonntag wird das Rathaus die Erbse heiraten.

Next Sunday will the town-hall the pea marry

(On next Sunday, the town-hall will marry the pea.)
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Fig. 1 Response device used for Experiments 1 and 2

well as the movement time (MT) required from response onset
to one of the two endpoints.

Procedure and design Participants were given written
information about the task and the stimulus—response (S—
R) mappings. The instructions emphasized that the response
should be performed as quickly and accurately as possible.
Each trial began with the presentation of a white screen for
2,000 ms. Then a fixation cross appeared for 200 ms in the
center of the screen. After an interval of 500 ms, the
sentence appeared in the middle of the screen for 4,000 ms
or until response onset. With equal probability, the sentence
presented was SF, SP, NF, or NP. Participants were
instructed to respond if the presented sentence was a
sensible sentence, but not to respond if it was a nonsensical
sentence (no-go trials). They were asked to respond with a
forward or a backward movement. A wrong response (i.e.,
incorrect response or no response if a sensible sentence was
presented) was indicated by a 500-ms tone (440 Hz).
Participants had 6,000 ms for the total response: 4,000 ms
for the forward or the backward movement and 2,000 ms to
move the slider back to the start position. Once the slider
had returned to the start position, the next trial started. If no
response occurred (i.e., nonsensical sentences were pre-
sented), the next trial started after the offset of the sentence.

The experiment consisted of two parts. Each part included
248 trials and started with a practice block of 8 trials (with 2
SP, 2 SF, 2 NP, and 2 NF sentences), which was followed by
the experimental block consisting of 240 experimental trials
(with 60 SP, 60 SF, 60 NP, and 60 NF sentences). A short rest
separated the two parts. Participants initiated the second part
by pressing the space key on the computer keyboard. The
same set of sentences was used in both parts. In one part,
participants performed a forward movement in response to SF
and a backward movement in response to SP (congruent
condition). In the other part, a forward movement was
performed in response to SP, and a backward movement in
response to SF (incongruent condition). Half of the partic-
ipants (Group A) started with the congruent condition, and the
other half (Group B) with the incongruent condition.

Results and discussion

Separate analyses of variance (ANOVAs) including the
within-subjects factors of movement direction (back vs. front)
and temporal reference (past vs. future) and the between-
subjects factor of group (A vs. B) were performed on RT, MT,
and the percentage of correct (PC) responses. Additionally, a
separate by-item ANOVA including the same factors was
conducted for all dependent variables. We adopt the common
practice in psycholinguistics and report only those effects as
being statistically reliable for which each of the two ANOVAs
yielded a significant effect. Figure 2 depicts the mean of each
variable as a function of movement direction and temporal
reference, and Table 2 contains the means of RT, MT, and
PC for all factorial combinations.

RT The overall mean RT by participant was 2,014 ms.
Consistent with Ulrich and Maienborn (2010), shorter
RTs were associated with SP sentences than with SF
sentences (1,990 vs. 2,037 ms), F(1, 56) = 38.27, p < .001;
Fy(1, 118) = 1.71, p = .193. Neither the main effect of group
nor that of movement direction was significant.

Most important, a significant space—time congruency
effect emerged, which is reflected in a significant interac-
tion between movement direction and temporal reference,
Fi(1, 56) = 4.39, p = .041; F(1, 118) = 56.38, p < .001.2
More precisely, participants responded faster to SF
sentences when they had to push the slider forward

2 The Imer function of the Ime4 package (Bates, Macechler, & Bolker,
2011) in the open source statistical programming environment R (R
Development Core Team, 2011) was used to fit a mixed-effects model
to the data set. The model contained the within-subjects factors
direction of movement (back vs. front) and temporal reference (past
vs. future), as well as the between-subjects factor order of conditions
(congruent—incongruent vs. incongruent—congruent). Participants as
well as items were treated as random variables. Consistent with the F;/
F, analysis, a highly significant space—time congruency effect
emerged also in this mixed-effects model, # = 5.02, p < .001.
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Fig. 2 Mean reaction times (RTs; upper panel), mean movement
times (MTs; middle panel), and mean percentages of correct responses
(PCs; lower panel) as a function of movement direction and temporal
reference in Experiment 1. The standard error (SE) of each mean was
computed from the mean square error for the interaction of the factors
movement direction and temporal reference as recommended by
Loftus and Masson (1994) and by Masson and Loftus (2003). Note
that this SE is particularly appropriate for assessing the interaction of
these two factors. Each point shows mean + 1SE

than when they had to pull it back (2,015 vs. 2,059 ms),
whereas they responded faster to SP sentences when they had
to pull the slider back than when they had to push it forward
(1,967 vs. 2,013 ms).

There were further interaction effects on RT, which all
can be attributed to practice effects. Note that the present
experiment employed a counterbalanced design in order to
control for practice effects, which are commonly observed
in designs with repeated measures. In these designs,
practice is necessarily confounded with order effects. Thus,
in the present design, practice effects are captured by
interactions that include the between-factor group. Corre-
spondingly, three significant interactions involving group as
a factor revealed such practice effects. First, there was a
three-way interaction between movement direction, tempo-
ral reference, and group, Fi(1, 56) = 82.16, p < .001,
F>(1, 118) = 381.72, p < .001. This interaction can be
attributed to an overall effect of practice on RT, because
practice is confounded with this interaction rather than
being a separate factor in the ANOVA design. Overall, RT
decreased from 2,110 ms in the first half of the experiment
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Table 2 Mean reaction times (RTs, in milliseconds), movement times
(MT, in milliseconds), and percentages of correct responses(PCs) as a
function of temporal reference, movement direction, and group

Temporal Reference

Movement Past Future

RT MT PC RT MT PC

Group A (Congruent—Incongruent)
Backward 2,125 309 92.4
Forward 1991 318 96.0
Group B (Incongruent—Congruent)
Backward 1,809 256 96.6
Forward 2,034 299 94.1

1,991 287 93.5
2,155 352 92.9

2,128 268 93.0
1,875 275 96.0

Results from Block 1 are in italics

to 1,916 ms in the second half. This practice effect counter-
acted the space—time congruency effect (i.e., movement
direction x temporal reference interaction) when the congruent
condition was performed in the first half and the incongruent
one in the second half (i.e., Group A), whereas it inflated the
space-time congruency effect (i.e., movement direction x
temporal reference interaction) when these conditions were
performed in the reverse order (Group B), creating a group x
congruency interaction (i.e., group * movement direction X
temporal reference interaction). An additional inspection of the
data suggests that the congruency effect emerges in the second
half of the experiment, which might be attributed to the
influence of practice and, thus, depend on the overall response
speed. Although this dependency is counterintuitive, such a
dependency has also been observed in other paradigms (e.g.,
De Jong, Liang, & Lauber, 1994).

Second, a small yet statistically reliable interaction of
movement direction and group revealed that SF sentences
benefited more (about 30 ms) from practice than did SP
sentences, F(1, 56) = 5.83, p = .019; F2(1, 118) = 4.36,
p = .039. Finally, the interaction between temporal reference
and group can be attributed to a larger practice effect for
backward than for forward movements, F(1, 56) = 18.14,
p <.001; Fy(1, 118) = 4.36, p = .039.

MT The overall mean MT by participant was 296 ms.
MT was affected by movement direction, showing shorter
MTs for movements toward the back than for movements
toward the front (280 vs. 311 ms), which can be attributed
to a biomechanical difference between these two types of
movements, F(1, 56) = 46.10, p < .001; F2(1, 118) =
1,091.23, p < .001. There was a significant three-way
interaction between movement direction, temporal reference,
and group, again reflecting a practice effect, F (1, 56) =
15.50, p <.001; F(1, 118) = 512.87, p <.001, because MT
was shorter in the first than in the second half of the
experiment (307 vs. 284 ms).
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PC Participants correctly refrained from responding
when a nonsensical sentence appeared on the screen on
98.8% of all nonsensical trials. They correctly refrained
from responding on 99.3% of the NP trials and 98.4% of
the NF trials. When a sensible sentence was presented,
participants moved the slider in the correct direction on
94.3% of the sensible trials.

A three-way interaction between movement direction,
temporal reference, and group was the only significant effect,
Fi(1, 56) = 23.28, p < .001; F»(1,118) = 27.53, p < .001.
This interaction reflects again a practice effect; that is, more
responses that were correct were made in the second than in
the first half of the experiment (95.5% vs. 93.1%).

In summary, the experiment clearly supports the exis-
tence of a back-to-front mental timeline, showing faster
responses when the response mapping between temporal
information and movement direction was congruent rather
than incongruent. Specifically, when a past-related sen-
tence required a movement toward the back and a
future-related sentence required a movement toward the
front, mean RT was shorter than when this response
mapping was reversed. The additional finding that
participants responded faster to SP than to SF sentences
may simply reflect the fact that future-related sentences
tend to be somewhat longer than past-related ones (cf.
Ulrich & Maienborn, 2010); this effect, however, is not
of particular theoretical interest here.

We have replicated the result pattern of Experiment 1 in
another experiment which employed a new sample of 40
participants. In contrast to Experiment 1, this additional
experiment used a set of sentences with subject—object—verb
word order (SOV), as is typical for German subordinate clauses
(instead of SVO order, as in Experiment 1). As in Experiment
1, a significant space-time congruency effect was obtained,
Fi(1, 38) = 4.44, p = .04; Fx(1, 110) = 56.83, p < .001. In
addition, a three-fold interaction between group, movement
direction, and temporal reference emerged again, Fi(1, 38) =
85.14, p < .001; F»(1, 110) = 884.56, p < .001. As in
Experiment 1, an additional inspection of the data revealed
that the congruency effect of temporal reference and
movement direction was modulated by practice. Therefore,
the results of this additional experiment show that the result
pattern observed in Experiment 1 is stable and, thus, ensure
the conclusions drawn from this experiment.

Experiment 2

The major result of Experiment 1 is consistent with a
back-to-front mental representation of time, which can
be attributed to a preexperimental cognitive linkage
between the dimensions of space and time. The main
goal of Experiment 2 was to investigate in more detail

the nature of this congruency effect. More specifically,
Experiment 2 examined whether the congruency effect
obtained in Experiment 1 is the sign of an automatic
activation process.

In Experiment 2, we merged two successful experimental
paradigms of RT research. First, Experiment 2 emulated the
design of a SNARC paradigm (Dehaene et al., 1993). If
spatial schemata become automatically activated during the
processing of temporal sentence information, the space—time
congruency effect observed in Experiment 1 should also
emerge in a task when temporal information is task
irrelevant, analogous to the SNARC effect (Dehaene et al.,
1993) or to the Simon effect (Kornblum, Hasbroucq, &
Osman, 1990). Specifically, participants performed a judg-
ment about the sense of the sentence, but not about its
relation to the past or the future. Thus, the temporal
information of a sentence was no longer a task-relevant
dimension for selecting the correct response. If the
mechanism underlying the space—time congruency effect,
however, becomes active as soon as temporal information
is processed, one should also observe a space—time
congruency effect on RT under this SNARC-like para-
digm. To be more accurate, one should still observe an RT
benefit of responding to sensible SP sentences with a
movement toward the back rather than toward the front.
Analogously, processing of sensible SF sentences should
be facilitated when they require a movement toward the
front rather than toward the back.

Second, in order to make sure that participants did not
merely read the sentence without processing their temporal
meaning, we adapted the dual-task procedure in Ouellet,
Santiago, Funes, and Lupianez (2010a). In their first
experiment, for example, they investigated whether the
temporal reference (past or future) of a word in working
memory may orient visual attention (to left or right,
respectively) and thus affect RT to a dot that appeared on
the left or the right on a screen before the participant.
Words were presented shortly before the appearance of the
dot. After the dot localization task, participants were probed
about the temporal reference of the word. The purpose of
this secondary task was to ensure that participants paid
attention to temporal reference of the word in working
memory. We also included this secondary task in the design
of Experiment 2 to make sure that participants explicitly
processed the temporal content of the sentence, although
the results of Sell and Kaschak (2011) suggest that this is
not essential in order to elicit a congruency effect. Although
the temporal content of the sentences is task relevant only
for the secondary task, temporal sentence information
cannot be ignored while the sentence is read. Therefore, if
processing of this temporal information would automatical-
ly activate the mental timeline, it should elicit a congruency
effect, as in Sell and Kaschak’s experiment.
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Method

Participants Sixty-two volunteers participated in this 75-min
experiment. They all were native speakers of German and
again received either course credit or payment for their
participation. Due to high error rates (fewer than 90% correct
trials), the data of 6 volunteers were excluded from the
analysis, reducing the total number of participants to 15 men
and 41 women (M = 22.9 years, SD = 2.7 years). All but
8 participants reported being right-handed. They reported
normal hearing and normal or corrected-to-normal vision.
None of these 56 volunteers had participated in the previous
experiment.

Stimuli and apparatus The stimuli and apparatus were the
same as in Experiment 1. In addition, a standard keyboard
was used.

Procedure and design The procedure and design were the
same as in Experiment 1, except for the following two
changes. First, participants were asked to move the
response slider in one direction if the content of a sentence
was sensible (SP or SF) and in another direction if the
content was nonsensical (NP or NF). In one part of the
experiment, half of the participants (Group A) performed a
forward movement in response to a sensible sentence and a
backward movement in response to a nonsensical sentence.
As soon as participants started to move the slider, the
sentence disappeared. The S-R assignment was switched in
the second part. The other half of the participants (Group B)
proceeded in the reverse order. Note that there were no no-
go trials in this experiment. Second and analogous to the
design in Ouellet, Santiago, Funes, and Lupiafiez (2010a),
after participants had completed the slider movement, a
question concerning the temporal reference of the preceding
sentence appeared in the center of the screen. The question
consisted of one word and was with equal probability either
“Zukunft?” (future) or “Vergangenheit?” (past). Participants
were asked to press the space bar of the keyboard if the
answer to this question would be yes and to refrain from
responding otherwise. The next trial started after the
keyboard response or 3,000 ms after the onset of the
question if no response was made. A wrong response was
indicated by a 500-ms tone (440 Hz).

Results

Separate ANOVAS containing the within-subjects factors of
temporal reference (past vs. future), movement direction
(back vs. front), and sentence content (sensible vs.
nonsensical) and the between-subjects factor of group (A
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vs. B) were performed on mean RT, MT, and PC. As in
Experiment 1, a separate by-item ANOVA including the
same factors was also conducted for all dependent
variables. Figure 3 depicts the mean of RT, MT, and PC
as a function of movement direction and temporal refer-
ence, separately for sensible and nonsensical sentences. In
addition, Table 3 contains the means of these variables for
all factorial combinations.

RT The overall mean RT by participant was 1,818 ms. RT
was again shorter for past-related than for future-related
sentences (1,781 vs. 1,855 ms), Fi(1, 54) = 268.16, p <
.001; Fx(1, 236) = 11.70, p < .001. There was no further
significant main effect. Theoretically most important, howev-
er, the two-way interaction between movement direction and
temporal reference was far from being statistically significant,
Fi(1, 54) = 0.66, p = .42; F5(1, 236) = 0.76, p = .38.

There were three interaction effects, and these were all
due to practice. First, the significant interaction of sentence
content, movement direction, and group shows that mean
RT decreased from 1,939 ms in Block 1 to 1,707 ms in
Block 2, Fi(1, 54) = 141.37, p < .001; Fy(1, 236) =
1,042.13, p < .001. The size of this practice effect is similar
to the one in Experiment 1. Second, the four-way
interaction between temporal reference, movement direc-
tion, sentence content, and group revealed, analogous to
Experiment 1, a larger (by about 30 ms) practice effect for
future-related than for past-related sentences, F(1, 54) =
16.28, p < .001; Fy(1, 236) = 6.44, p = .01. Finally, the
significant two-way interaction of movement direction and
group, Fi(1, 54) = 9.57, p = .003; F>(1, 236) = 9.28, p =
.002, shows that the sensible sentences benefited more
(about 50 ms) from practice than did the nonsensical ones.

MT The overall mean MT by participant was
348 ms. MT was affected by sentence content, showing
slightly shorter MTs for sensible sentences than for
nonsensical ones (347 vs. 350 ms), F(1, 54) = 4.34,
p =.04; Fx(1, 236) = 19.77, p < .001. As in Experiment 1,
MT was also affected by movement direction, with shorter
MTs for movements toward the back than for movements
toward the front (338 vs. 358 ms), Fi(1, 54) = 46.06,
p < .001; Fy(1, 236) = 1,074.86, p < .001. Also as in
Experiment 1, there was a significant three-way interaction
between movement direction, sentence content, and group,
which was due to faster responses in the second part than in
the first part of the experiment (340 vs. 353 ms ), F(1, 54) =
7.57, p = .008; F5(1, 236) = 517.40, p < .001. Movement
direction and sentence content produced a significant
interaction in the by-item analysis, F»(1, 236) = 123.1, p <
.001, but only a marginally significant interaction in the by-
participant analysis, F(1, 54) = 3.39, p = .07.

PC Participants moved the slider in the correct direction
and responded correctly to the question on 95.7% of the
trials. PC was affected by sentence content; that is,
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Fig. 3 Mean reaction times
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participants made more correct responses for sensible
sentences than for nonsensical ones (96.4 vs. 95.0%),
Fi(1, 54) = 22.36, p < .001; Fy(1, 236) = 7.90, p = .005.
The three-way interaction between movement direction,
sentence content, and group reflects a practice effect,

Table 3 Mean reaction times (RTs, in milliseconds), movement times
(MTs, in milliseconds), and percentages of correct responses (PCs) as
a function of temporal reference, movement direction, sentence
content, and group

Temporal Reference

Factor Past Future

RT MT PC RT MT PC
Group A
Sensible
Backward 1,649 338 96.6 1,705 337 96.7
Forward 1,858 379 95.8 1,939 378 95.7
Nonsensical
Backward 1,829 361 94.3 1,921 359 94.2
Forward 1,679 360 96.7 1,739 358 95.2
Group B
Sensible
Backward 1,950 326 96.5 2,048 325 96.0
Forward 1,684 339 97.3 1,733 340 97.4
Nonsensical
Backward 1,698 322 96.1 1,768 322 94.4
Forward 1,936 348 94.9 2,027 351 93.9

Results from Block 1 are in italics

Movement Direction

showing that participants made more correct responses in
the second part than in the first part of the experiment (96.3
vs. 95.1%), F1(1, 54) = 10.00, p = .003; F»(1, 236) = 16.87,
p < .001. The interaction of sentence content and temporal
reference yielded a significant effect for the by-participant
analysis, F1(1, 54) = 5.07, p = .03, yet no significant effect
for the by-item analysis, F»(1, 236) = 0.91, p = .34.

In sum, the results of Experiment 2 are consistent with
the notion that the space—time congruency effect observed
in Experiment 1 is not the sign of an automatic process.
Therefore, the back-to-front mental timeline seems to
facilitate the S—-R coding for selecting the appropriate
response, suggesting that it is easier to process this coding
when future is mapped to the front and past is mapped to
the back. However, as is shown in this experiment, this
mapping seems not to be activated automatically.

These results were successfully replicated in a further
experiment without the question at the end of the trial
concerning the temporal reference of the sentence. Therefore,
it seems unlikely that the additional question in Experiment 2
produced some interference effect, which might have con-
cealed a space-time congruency effect. In this additional
experiment, a new sample of 60 participants was tested. The
experiment was identical to Experiment 2, with the exception
that participants did not have to judge the temporal reference
of the sentence at the end of a trial. As in Experiment 2, the
interaction between the factors movement direction and
temporal reference was far from being statistically significant,
Fi(1, 58) = 0.05, p = .817; F»(1, 236) = 0.01, p = .92.
Therefore, the null result of this additional experiment
confirms the outcome of Experiment 2.
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General discussion

Previous RT studies have shown that people code time from
right to left (e.g., Ouellet, Santiago, Funes, & Lupiaiiez,
2010a; Ouellet Santiago, Israeli, & Gabay, 2010b; Santiago
et al., 2007; Torralbo et al., 2006; Ulrich & Maienborn,
2010; Vallesi et al., 2008; Weger & Pratt, 2008), at least in
cultures with a left-to-right writing system (Fuhrman &
Boroditsky, 2010; Ouellet, Santiago, Israeli, & Gabay,
2010b). These studies have demonstrated that responses to
past- and future-related linguistic information are generally
faster when the response direction is compatible with the
left-to-right mental timeline than when it is not. Strangely
enough, this left-to-right coding has no counterpart in the
inventory of temporal expressions in the languages all over
the world. Instead, we quite frequently encounter an
association of time with the back—front axis. Future is
commonly associated with the front, and past with the back
(see Haspelmath, 1997; Radden, 2004; Traugott, 1978; see
also Nufiez & Sweetser, 2006, for a discussion of the
prominent exception Aymara). The present study investi-
gated the linguistic relevance of this back—front mental
timeline for the processing of past- and future-related
sentences.

More precisely, the present study had two goals. First, it
examined whether this conjectured back-to-front mental
timeline is involved when people process complete sentences.
Second and theoretically most crucially, the study assessed
whether processing sentences automatically activates this
back-to-front mental timeline. Such a result would provide
strong evidence for the hypothesis that activation of a back—
front timeline is involved in sentence processing and, thus, in
the comprehension of a sentence’s content.

Experiment 1 was analogous to the first experiment
reported in Ulrich and Maienborn (2010). Participants were
asked to move a slider forward or backward in response to
past- or future-related sensible sentences. A clear front—
back congruency effect on RT was obtained, supporting the
assumption that processing of temporal sentence informa-
tion activates spatial schemata even for manual push and
pull responses (cf. Torralbo et al., 2006). In contrast to RT,
the time required to move the slider from its middle starting
position to its proximal or distal goal was not significantly
influenced by the spatial mapping of future and past to the
front and to the back.® This indicates that the relevant
spatial schema operates entirely on cognitive processes that
precede the initiation of the response, rather than on late

3 We carried out a further ANOVA that included experiment
(Experiment 1 vs. Experiment 2 plus the control experiment without
the secondary task) as an additional between-subjects factor. This
analysis revealed a significant three-way interaction of factors
experiment, movement direction, and temporal content, F(1, 170) =
5.60, p = .02; F,(1, 472) = 13.03, p < .001.
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motor processes that are involved in guiding the overt
response (cf. Ulrich, Giray, & Schéffer, 1990).

Experiment 2 examined whether understanding a tem-
porally located sentence would automatically activate the
back—front timeline. If spatial schemata are involved in the
processing of temporal sentence information, the space—
time congruency effect on RT should also emerge in a task
when time—space association is task irrelevant, similar to the
SNARC effect (Dehaene et al., 1993) or to the Simon effect
(Kornblum et al., 1990). As in Ulrich and Maienborn’s
(2010) study, however, the effect disappeared when partic-
ipants classified the displayed sentences according to their
meaning (sensible vs. nonsensical), rather than their temporal
content (past or future related). It seems difficult to attribute
this outcome to not paying attention to temporal sentence
information, since participants had to process this informa-
tion for the secondary task. It is also unlikely that the
secondary task inferred with the primary one, because an
additional experiment without the secondary task produced
virtually identical results. Hence, this pattern of results
suggests that a congruency effect does not emerge when
the temporal reference of the sentence is not task relevant
(see note 3).

The results of Experiment 2 are consistent with a
nonautomatic account of the space—time congruency effect.
This conclusion also fits in with the weak view of the
metaphoric mapping hypothesis that was originally sug-
gested by Boroditsky (2000, p. 4). This view holds that
spatial schemata are needed only to establish temporal
representations. Once these representations are available
within the cognitive system, the spatial domain is no longer
required to think about time, and thus the mental
representation of time may be entirely separated from
sensory and motor information (cf. Mahon & Caramazza,
2008). By contrast, the strong version of the metaphoric
mapping hypothesis maintains that thinking about time
always requires the activation of spatial schemata. There-
fore, it seems possible that participants in the more implicit
task of Experiment 2 did not need to activate spatial
schemata in order to perform this task, whereas in
Experiment 1, the activation of spatial metaphors or
preexperimental time—space linkages may have helped to
increase task performance.

For example, according to the memory account of Ulrich
and Maienborn (2010), response selection in Experiment 1
is particularly efficient when salient features of the stimulus
(i.e., past and future) and of the response (i.e., back and
front) correspond to each other (Proctor & Cho, 2006).
Thus, participants could employ the preexperimental
cognitive linkage between space and time to memorize
and, thus, enhance the mapping of temporal sentence
information (past vs. future) onto the spatially arranged
responses (left vs. right). Memorizing the S-R mapping
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would be more efficient and, thus, would involve especially
fast responses when participants can build on the preexper-
imental linkage between space and time, as in the congruent
condition in Experiment 1.

Although this memory account is consistent with the
results of the present study, it is at variance with results
reported by Torralbo et al. (2006, Experiment 1). As was
reviewed in the introduction, participants responded
vocally with the words “past” and “future” to the temporal
meaning of words, instead of with spatially arranged
responses, as in most other RT studies investigating this
topic. Therefore, participants in the study of Torralbo et al.
did not need to memorize any S—R mapping that involved
a spatial S—R relation. Nevertheless, participants’
responses were faster when future (past) words were
presented in front (back) of the silhouette than when this
mapping was reversed. This result argues against a
memory account of the space—time congruency effect on
RT. One must bear in mind that several experimental
differences exist between the study of Torralbo et al., the
present one, and the study of Ulrich and Maienborn
(2010). For example, the vocal responses “past” and
“future” may activate spatial schemata rather than the
temporal reference of the target word. Therefore, the
front-back congruency effect obtained in their first
experiment might be attributed to the temporal content of
the vocal responses (similar to a Stroop effect), rather than
to the temporal reference of the target words. Consistent
with this view, the front—back congruency effect disap-
peared in their second experiment, when participants made
manual rather than vocal responses.

In addition, the results of Experiment 2 seem at variance
with the results of Sell and Kaschak (2011). In their study,
participants made categorical sensibility judgments about
sentences that did not require participants attending
explicitly to the temporal information of a sentence, as in
Experiment 1. The task in Experiment 2 of the present
study was less implicit, because participants had to process
a sentence’s temporal information for performing the
secondary task. These results are not contradictory but,
rather, reflect task context. The results of Sell and
Kaschak’s study indicate that the back—front axis becomes
activated during text comprehension when a sentence like
(2) is processed, which expresses a sufficiently large time
shift in a narrative text such as in the following three-
sentence story (adapted from Sell & Kaschak, 2011):

(1) Jackie is taking a painting class.
(2) Next month, she will learn about paintbrushes.
(3) It is important to learn paintbrush techniques.

Spatial schemata may help to build up a discourse
model, for example, by ordering the temporal events in this

text along a mental timeline. By contrast, comprehending
the content of a single, isolated sentence may not involve
such excessive ordering of temporal events. Therefore, the
results of Sell and Kaschak are not at variance with our
major conclusion—namely, that the understanding of
isolated sentences (i.e., the processing of grammatically
and lexically supplied temporal information at sentence
level) does not require the activation of spatial schemata.
Future research is required to test this hypothesis—namely,
that spatial schemata may be activated during the buildup of
a discourse model, but not during the processing of a single
sentence.

Furthermore, the present results rule out an alternative
account of the left-right congruency effect observed in
previous RT studies.* This alternative assumes that the
space—time congruency effect on RT can be attributed to a
mapping of space to emotional valence, instead of to a
direct metaphoric mapping of space to time. For example,
Casasanto (2009) found that right-handers tend to draw
“good” animals on the right, whereas left-handers prefer to
draw them on the left. Accordingly, the left (right) side
tends to be associated with negative (positive) valence.
Assume that participants link future with positive stimuli
and the past with negative ones. In this case, the space—time
congruency effect would be mediated by the mapping of
space to emotional valence, rather than to space directly. A
linkage between temporal connotation and emotional
valence predicts, however, a front-back congruency effect
of time that is opposite to the one observed in Experiment
1. Specifically, performance is usually better when positive
stimuli are linked to a movement toward the body and
negative stimuli are linked to a response away from the
body (e.g., Chen & Bargh, 1999; Duckworth, Bargh,
Garcia, & Chaiken, 2002). According to this alternative
account, responses should be especially fast when future is
linked to a movement toward the body and past away from
it. This prediction was, however, disconfirmed by the
results of Experiment 1, rendering it unlikely that the
space—time congruency effect is mediated by emotional
valence. In addition, this alternative account seems also to
be at variance with RT results that show that the writing
system of a culture determines direction of the mental time
line (Fuhrman & Boroditsky, 2010; Ouellet, Santiago,
Israeli, & Gabay, 2010b). This would imply that the writing
direction of a culture modulates the association of future
and past with positive and negative valence. This, however,
seems unreasonable, because valence is not linked to body
side for right- and left-handers alike (de la Vega, De
Filippis, Lachmair, Dudschig, & Kaup, 2011).

* We thank Diane Pecher for pointing out this alternative account.
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In summary, our study demonstrated a clear space—time
congruency effect during online processing of sentences. In
contrast to previous studies (Ouellet, Santiago, Funes, &
Lupianez, 2010a; Santiago et al., 2007; Weger & Pratt,
2008), a back—front response dimension was used, rather
than a left-right dimension, for classifying temporal
sentence information. From a psycholinguistic point of
view, the back—front dimension is particularly relevant
because almost all languages of the world associate future
(past) with front (back). Therefore, if the association with a
mental timeline were functional for the comprehension of
temporal expressions, the back—front orientation of the
mental timeline would be better suited than the left-right
orientation to detect its activation during online sentence
processing.” Consistent with the notion of a back—front
mental timeline, faster responses occurred for the past—
back and future—front mapping than for the reverse
mapping. As in Ulrich and Maienborn’s (2010) study,
this space—time congruency effect on RT disappeared
when temporal sentence information was no longer task
relevant for classifying the meaning of sentences. This
particular result suggests that the back—front timeline may
not be involved when people process the temporal
meaning of a sentence.

In addition to this conclusion of the psycholinguistic
relevance of the mental timeline, we strongly believe
that null effects in experiments with high statistical
power (i.e., small SEs, such as in Experiment 2) are of
particular theoretical importance in the field of embod-
ied cognition. Such effects help to demonstrate the
limits of the tasks conforming to the predictions of the
embodied cognition approach. This is especially true if
experiments employ a design analogous to the one that
has produced clear RT effects for a related issue
(SNARC) in previous research. Not taking into account
such null effects would bias research and create the
exaggerated view that embodied effects are ubiquitous
phenomena (see also Fiedler, 2011). Our research clearly
casts doubt on such a view.

> We conducted an additional study (7 = 44) to compare the space—
time congruency effect between the back—front axis and the left-right
axis. This experiment revealed again a highly significant space—time
congruency effect on RT. However, movement axis did not modulate
the size of the congruency effect. Consequently, this additional
experiment showed that the size of the congruency effect is not more
pronounced for the front-back direction than for the left-right
direction, as one might expect, because German uses the back—front
axis in metaphoric speech.
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