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ARE SPOT AND FORWARD EXCHANGE RATES COINTEGRATED?

1. Introduction

During the past decades, there has been a large discussion on exchange rate behavior and on the Risk Neutral Market Efficiency Hypothesis (RNMEH). Simple regression analyses of this hypothesis, according to which the forward exchange rate is a natural forecast of the future spot exchange rate, lead to contradictory results and was mostly rejected (see e.g. Clarida and Taylor, 1996).

While early researchers often concluded that exchange rates follow a random walk (Hamilton 1990, p.710), later, different approaches were developed to improve forecasts of exchange rates. Baillie and Bollerslev (1989) and Clarida and Taylor (1996) put forward the hypothesis that, while the RNMEH does not hold, still information contained in forward exchange rates can help to improve forecasts of spot exchange rates. They find a cointegration relationship with the presumably stationary forward premiums constituting a basis of the cointegration space. Out-of-sample forecasts led to contradictory results across different studies. Whereas Clarida and Taylor conclude that, exploiting the cointegration relationship, out-of-sample forecasts have improved and outperform the simple random walk, other studies still find the random walk to be superior (e.g. Diebold, Gardeazabal and Yilmaz, 1994). Furthermore, Diebold et al. (1994) find that the cointegration relationship can only be confirmed if no trend is included.

There have been other approaches, though, that investigate and do not reject a "model of stochastic segmented trends". In these studies, a Markov regime switching model is used to uncover trend-stationarity of
exchange rates while allowing for structural breaks (Engel and Hamilton, 1990; Klaassen, 2005). Therefore, the absence of a trend is not unanimously agreed upon in econometric literature.

Apparently, not all of the models mentioned can represent the true data generating process. Exchange rate behavior cannot be well described by a random walk, a cointegrated system that delivers improved forecasts and a Markov regime switching model at the same time. Hence, further research is needed to reveal which of these models, if any, suits best.

This paper revisits the research conducted by Baillie and Bollerslev (1989) and Clarida and Taylor (1996) on a 1:1 cointegration relationship between spot and forward exchange rates for two reasons. Firstly, the graphical analysis of spot and forward exchange rates suggests a cointegration relationship between them as they apparently move closely together. Second, some of the abovementioned studies on cointegration suffer from weaknesses. Partly, sample periods of the data used are very short (e.g. five years in the study of Diebold et al., 1994). Also, unit-root tests are employed that are by now known to have low power against near-unit-root alternatives and with serial correlation present in the error terms which can be observed in exchange rate series (e.g. Clarida and Taylor, 1996).

Fortunately, time has moved on and larger samples can be obtained. Also, econometric methodology has advanced. Especially the new class of "efficient unit-root-tests" promises to deliver more reliable results against local-to-unity alternatives than earlier tests. If, under these improved circumstances, the 1:1 cointegration relationship between spot and forward exchange rates cannot be rejected either, support is provided for earlier findings in that direction. If it is rejected, though, further research is encouraged that uses different approaches such as the regime switching model proposed by Engel and Hamilton (1990).
The organization of this paper is as follows. In section 2 the RNMEH will be presented and a summary of the related discussion in econometric literature is given. Section 3 explains the empirical framework for the testable hypothesis of 1:1 cointegration developed by Clarida and Taylor (1996). After section 4 described the data, section 5 will discuss the suitability of different unit-root-test used and present the empirical results. The results for tests on the behavior of forward premiums are presented and discussed in section 6, the results for tests on cointegration in section 7. Section 8 concludes. Tables are presented at the end of the paper.

2. Theoretical Framework

The Covered Interest Parity (CIP), its uncovered counterpart (UIP) and the combination thereof in the Risk Neutral Market Efficiency Hypothesis (RNMEH) have widely been discussed and tested before. According to these theories and assuming risk neutrality and rational expectations, there will be no arbitrage opportunities when investing in foreign markets as corresponding interest rates and exchange rates would adjust according to laws of demand and supply (Sarno and Taylor, 2006). The UIP relates the expected spot exchange rate depreciation to the interest rate differential of the corresponding markets:

\[(2.1)\]

\[s_{t+k} - s_t = i_t - i^*_t\]

where \(s_t\) is the natural logarithm of the spot exchange rate (domestic to foreign) in time \(t\), \(s^*_t\) denotes the rational expectation of the spot exchange rate in logarithmic form; \(i^*\) is the foreign and \(i\) the domestic interest rate.

The CIP instead relates the interest rate differential to the difference between forward rates and spot exchange rates:

\[(2.2)\]

\[f^k_t - s_t = i_t - i^*_t\]
where \( f_t^k \) denotes the \( k \)-period forward exchange rate contracted at time \( t \) and \( f_t^k - s_t \) could be interpreted as forward premium.

If both of these equations hold, then also the combination thereof must hold, which leads to the above mentioned RNMEH:

\[
(2.3) \quad s_{t+k}^e - s_t = f_t^k - s_t
\]

This leads directly to the forward rate being regarded as the "natural forecast" of the future spot exchange rate:

\[
(2.4) \quad s_{t+k}^e = f_t^k
\]

While the CIP has been tested and found to hold—if not continuously—at least on average (Taylor, 1989), the UIP (Engel and Hamilton, 1990) as also the RNMEH have mostly been rejected in empirical studies whose authors applied various approaches.\(^1\)

One approach often used in empirical works simply regresses the rate of depreciation \( (s_{t+k} - s_t) \) onto the lagged forward premium \( (f_t^k - s_t) \), including an intercept (see e.g. Bilson 1981):

\[
(2.5) \quad s_{t+k} - s_t = \alpha + \beta(f_t^k - s_t) + \epsilon_{t+k}
\]

where \( \epsilon \) is a disturbance term. \( \beta \) is expected to equal unity under the RNEMH.

---

\(^1\)Sarno and Taylor give a literature review on this topic and cite among others Froot and Thaler (1990), Hansen and Hodrick (1980) and McDonald and Taylor (1991).
Most estimations of equations like 2.5, though, find a slope parameter $\beta$ rather close to minus than to plus unity, and very small coefficients of determinations. Nonetheless the slope estimates are mostly significantly statistically different from zero.

Yet, the low $R^2$ should not lead to the conclusion that there is no or very little information in forward rates that accounts for future spot exchange rate depreciation. Some of the counter-theory results are certainly due to statistical problems which arise from testing an equation such as 2.5. First of all, it is difficult to distinguish the nonstationary exchange rate series from a simple random walk. However, if the random walk hypothesis was true, the changes in spot exchange rates should be purely random, which would—whether the RNMEH was true or not—lead to an expected $\beta = 0$, as well as to the problem of $\beta$ being unidentified. That is since under the RNMEH and assuming $s$ to follow a random walk $s_{t+k}^e = f_k^t = s_t$, and therefore $f_k^t - s_t$ would be close to zero.

Combining the statistical significance of the estimated slope parameters for equations like 2.5 with the problematic of testing and interpreting such equations, Clarida and Taylor (1996) conclude that—even if the exact RNEMH does not hold—there is some information contained in forward rates relevant to future spot exchange rates. They develop an empirical framework that shows why it is plausible to assume

---

Footnotes:

2Froot (1990) averages the estimate value of $\beta$, using the results of 75 published estimates and finds it to be -0.88.

3Clarida and Taylor (1996) give an overview over these studies. E.g. Bilson (1980) finds a $R^2 = 0.029$ and a t-ratio of -4.57, Fama (1984) finds $R^2$ between 0.00 and 0.04. Further examples can be reviewed in Cumby and Obstfeld (1984), Bekaert and Hodrick (1993).

4see Sarno and Taylor (2006, p.12 ff) for a more detailed discussion of this problematic.
a cointegration relationship between spot exchange rates and forward exchange rates.

3. Framework for the Cointegration Relationship

The cointegration framework developed by Clarida and Taylor (1996) is based on two assumptions, the first of which is that the spot exchange rate contains a unit-root and can be decomposed into a non-stationary and a stationary part (Beveridge-Nelson Decomposition):

\[ s_t = m_t + q_t \]  

(3.1)

where \( m_t \) denotes the unit-root part and \( q_t \) the stationary part of the process. For reasons of clarity and simplicity (but according to Clarida and Taylor without loss of generality) \( m_t \) is supposed to be a first-order autoregressive process:

\[ m_t = \theta + m_{t-1} + e_t \]  

(3.2)

where \( \theta \) denotes a constant and \( e_t \) an error term.

Secondly, they assume the deviations from rational (mathematical) expectations \( \gamma_t \) to be well described by the difference between the forward rate \( f_t \) and the rational expectation of the spot exchange rate \( s_{t+k} \):

\[ \gamma_t = f_t - E(s_{t+k} \mid \Omega_t) \]  

(3.3)

where \( E(s_{t+k} \mid \Omega_t) \) denotes the mathematical expectation of \( s_t \) based on information available at time \( t \) (\( \Omega_t \)). The whole cointegration framework hinges on the fact that deviations from rational expectations are stationary as will be shown below. By substituting 3.1 and 3.2 into \( E(s_{t+k} \mid \Omega_t) \):

\[ E(s_{t+k} \mid \Omega_t) = m_t + \theta k + E(q_{t+k}) \]

and after rearranging 3.3:

\[ f_t = \gamma_t + E(s_{t+k} \mid \Omega_t) \]
we get:

\[ f_t^k = \gamma_t^k + m_t + \theta k + E(q_{t+k}|\Omega) \]

It is obvious that—based on the above mentioned two assumptions on the process of the spot exchange rate (3.1) and the deviation from rational expectations (3.3)—the forward rate \( f_t^k \) inherits the stochastic trend \( m_t \) from the spot exchange rate \( s_t \) via the rational expectation \( E(s_{t+k}|\Omega_t) \). Therefore, subtracting \( s_t \) from \( f_t^k \) will eliminate this stochastic trend and—conditional on the fact that the deviation from rational expectations \( \gamma_t^k \) is stationary—the forward premium \( (f_t^k - s_t) \) will be stationary.

As a cointegration relation ship is defined by the existence of a cointegrating vector \( a \) so that \( a'y_t \sim I(0) \) (Hamilton 1994, p.574), the spot and each forward exchange rate will be cointegrated with cointegrating vector \( a' = [1, -1] \).

\[ a'y_t = f_t^k - s_t = \gamma_t^k + m_t + \theta k + E(q_{t+k}|\Omega_t) - m_t - q_t \]

(3.4) \[ \Rightarrow f_t^k - s_t = \gamma_t^k + \theta k + E(q_{t+k} - q_t|\Omega_t) \]

with \( y_t = [f_t^k, s_t]' \).

Clarida and Taylor further generalize the concept to a system of one spot-exchange rate and \( j \) forward exchange rates. If equation 3.4 holds for \( f_t^k \), where \( k \) is an unspecified time to maturity of a forward exchange rate contracted in time \( t \), the equation must also hold for each of the \( j \) forward rates: \( f_t^k, f_t^{k+1}, \ldots, f_t^{k+j-1} \). Therefore, using a result obtained by Stock and Watson (1988), in a system of one spot and \( j \) forward exchange rates that share exactly one common stochastic trend \( (m_t) \) there will be exactly \( j \) linear independent cointegrating vectors. Equation 3.4 implies that the \( j \) forward premiu will provide a basis for the cointegration space. This leads to the expectation of \([1, -1]\) to be a cointegrating vector for each of the \( j \) cointegration relationships in the system.
If the implications about the cointegration relationship between the spot and forward exchange rates hold, the system of one spot exchange rate and \( j \) forward exchange rates can according to the Granger representation theorem (Engle and Granger, 1987) be represented in a Vector Error Correction Model (VECM).

If a system of two random variables \( s_t \) and \( f_t \) is cointegrated it cannot be estimated as Vector Autoregression (VAR) in differences as the matrix polynomial of the associated moving average representation will be singular and the coefficient estimates of the regression will be downward biased (Hamilton 1994, p.573; Kirchgassner and Wolters, 2006, p.181). In a cointegrated system it is decisive for each variable to know how distant it is from the others in order to adjust the distance in case it is too close or too far away from a certain long-term equilibrium. Hence it is quite intuitive that, when there is a long-term equilibrium relationship between a set of variables, not only the changes of each variable determine the change of the others. If the distance between them is too high at present, it may well be that the change in one variable will be positive while the change in the other will be negative, so that both move back towards equilibrium—one from below and one from above. In this case the algebraic signs differ although the series move together and first differences do not contain sufficient information to explain the behavior of the series. In the VECM the stationary long term relationship between the cointegrated variables - the error correction term - is included in the VAR in differences in order to correct the error in the system that would occur if the long term relationship between the variables was neglected.

So far, the cointegrating relationship, does not say anything about the causal relationship between the variables. Yet, in case the spot exchange rate \( s_t \) was Granger caused, i.e. it is influenced by variables other than its own history \((s_{t-1}, s_{t-2}, \ldots,\)\), there can be information
found in the forward premiums valuable for forecasting spot exchange rates. In this case, forecasts will be expected to improve if the system is modelled as VECM.

4. The Data

For the empirical analysis, I use the logarithmic form of nominal exchange rate of the Japanese Yen against the U.S. Dollar as also four corresponding forward rates with following times to maturity: one month, three months, six months and one year, denoted $f_1^t$, $f_3^t$, $f_6^t$ and $f_{12}^t$. The data is of daily, weekly, monthly and quarterly frequency. Using various frequencies the differences in test outcomes between the more and less volatile data can be investigated and a broader basis for conclusions is provided. The data covers the period from 1.1.1984 until 30.3.2007, delivering 6065 observations.

5. Precondition I: Are all series I(1)?

Data Properties and Unit-Root Tests. For a system of variables to be cointegrated, all variables have to be integrated of the same order (Engel and Granger, 1987). To investigate whether this condition holds for the system of one yen/dollar spot exchange rate and four corresponding forward exchange rates, first the descriptive statistics of the series were analysed. Based on these results, a suitable unit-root test was chosen and applied to all series in levels and in differences.

All series have a kurtosis above 4.8 and the skewness lies around 1.5. In comparison, a normal distribution has a kurtosis of three and a skewness of zero. Also, with a p-value of zero, the Jarque-Bera test statistic rejects that any of the investigated series ($s_t, f_1^t, f_3^t, f_6^t, f_{12}^t$) is normally distributed. Results are reported in Table 1.

Therefore, a unit-root test must be applied that is consistent for non-normal error terms. Comparing between the parametric approach of the Augmented-Dickey Fuller test (ADF) and the non-parametric
approach of the Phillips-Perron test (PP), the PP is preferred here. Though both of these conventionally used test statistics test the null hypothesis of a unit-root ($\rho = 1$) against the general alternative of stationarity ($\rho < 1$), there are substantial differences between them.

The ADF accounts for correlation in the error terms by adding lagged differences to the test equation. The test is very sensitive to changes in lag length and loses power when many lags are added. Similarly, it loses power in case autocorrelation is present in the error terms, but too few lags are added to account for it.

The PP approach starts off from an AR(1) process. The test statistics are adjusted to autocorrelation in the error terms through a non-parametric estimate of the error variance. If autocorrelation is measured, the adjusted variance estimate $s_{Tm}^2$ is larger than the conventional estimate $s^2$. The PP statistics are less sensitive to changes in lag length and therefore better suited for data with serially correlated error terms.

However, when the true parameter of the investigated model lies close to unity, both the PP and the ADF lack power.\textsuperscript{5} Yet, it is a stylized fact that exchange rates exhibit near-random-walk behavior. (Sarno and Taylor, 2006). Therefore a test with higher power against a local alternative to $\rho = 1$ would be more reliable here.

Ng and Perron (1996, 2001) have proposed two modifications of the PP to solve this problem. Firstly, they alter the PP statistics so that power to reject the null hypothesis of $\rho = 1$ is increased even in small samples. Secondly, they propose an autoregressive spectral density estimator instead of the error variance estimator proposed by Phillips and Perron. They argue that it works best to account for autocorrelation in the error terms (Maddala and Kim 1998, p.108ff).

\textsuperscript{5}See Kirchgässner and Wolters (2006) for a more detailed discussion on the ADF and PP.
In contrast to the ADF and PP, the Ng-Perron test statistics use data that is GLS-demeaned or -detrended through a procedure proposed by Elliott, Rothenberg and Stock (1996), hereafter referred to as ERS. Those unit-root tests that use this procedure fall into the class referred to as "efficient unit root tests". In this class, the null hypothesis $\rho = 1$ is tested against a local-to-unity alternative $\rho = 1 + \frac{c}{n}$ with $c < 0$. Critical values are derived for $c = -7$ and $c = -13.5$ (Ng and Perron, 2001).

ERS also proposed, among others, a modified version of the ADF, the Dickey-Fuller GLS ($DF_{GLS}$) test. This test also has increased power against a local alternative. Still, the Ng-Perron tests are preferred in this study since its non-parametric approach is less sensitive to changes in lag length (Maddala and Kim 1998, p.109,113).

5.1. **Empirical Results.** The results of the Ng-Perron tests of the Yen-Dollar spot and forward exchange rates are reported in Table 2. According to the asymptotic critical values derived in simulations by Ng and Perron (2001) no series in levels can be rejected to contain a unit-root on any conventional significance level against the local alternative. For all differenced series, though, a unit-root can be rejected on the 1% significance level. The Schwarz Information Criterion (SIC) has been used for lag-length selection. Generally, the choice of lag length is a very sensitive issue. Different criteria have been proposed and modified and partly lead to contradictory results. The results obtained by the Ng-Perron test have therefore been tested to see whether they are robust to moderate changes in lag length, which they are.

**Discussion of the Unit-Root Test Results.** It should be noted though that there are some problems concerning the quarterly data. Firstly, the critical values reported by Ng and Perron are asymptotic, whereas the quarterly data only comprises 93 observations. Secondly,
the alternative is given by $\rho_1 = 1 + \frac{c}{n}$ which in this case equals $\rho_1 = 1 - \frac{7}{93} \approx 0.92$ — quite far away from unity for a local-to-unity analysis.\footnote{In comparison, the daily data with 6065 observations is tested against the alternative of $\rho_1 = 1 - \frac{7}{6065} \approx 0.9988$. To reach the same alternative for the quarterly data, $c$ must be set to 0.11. It should be taken into account that critical values become smaller in absolute value when $c$ is smaller rendering rejection more likely.}

To further increase the reliability of the conclusion (unit root present in levels) different unit root tests were conducted. Whereas the results of the $DF_{ADF}$ were in line with the Ng-Perron Test, the ADF rejected the presence of a unit root in the quarterly data on a significance level of 1\% when three lags were included (chosen on grounds of the SIC) against the alternative of a linear stationary process (i.e. $H_0 : \rho = 1$ and $H_1 : \rho < 1$). Results are presented in Table 3. The unit root could only not be rejected (on a 5\% significance level) if one lag only was imposed—against the results of the SIC and a likelihood ratio test that was conducted to check for robustness of the leg length choice.\footnote{The $ADF$ and $DF_{GLS}$ have also conducted for the daily, weekly and monthly data to see whether the results were in line with the Ng-Perron test, which they were. Results are also reported in Table 3.}

Even though, for abovementioned reasons, I made the choice to rely on the Ng-Perron test rather than on the ADF, this result is worth mentioning. Firstly, the rejection of the unit root is so ”strong” (on the 1\% significance level). Secondly, the ADF is still frequently used in empirical work (Maddala and Kim, 1998). Furthermore, the lack of power leads to the expectation that the null hypothesis will be rejected too seldomly. The case found here is that, against this expectation, the null hypothesis actually is rejected.

It should also be considered, though, that exchange rates of high frequency exhibit high volatility. Therefore the aggregation over a whole quarter will, by smoothing the data, obscure much of the short-term movements in exchange rates. It could be concluded from these results
that there is a long-term behavior of exchange rates which is different from its shorter-term behavior.\footnote{Actually one could also consider the short-term volatility to obscure a less volatile—and maybe more predictable—process in the data of very low frequency. As mentioned above, there have been studies searching for "long swings" in the data (Engel and Hamilton 1990, Klaassen 2005) that reject the random walk in spot exchange rates in favor of a Markov regime switching model.}

In the following sections, for above mentioned reasons, I will rely on the results of the Ng-Perron test which does not reject the presence of a unit root in the levels of any investigated series. As it also does reject the presence of a unit-root in all differenced series, the yen/dollar spot and forward exchange rate series are assumed to be integrated of order one.

6. Precondition II: Are the Forward Premiums I(0)?

**Empirical Evidence.** As described in section 3 the second precondition (after establishing the nonrejection of the spot and forward exchange rates to be I(1)) for this particular cointegration framework with $j$ cointegrating vectors $[1,-1]$ is that the forward premiums $f_t^k - s_t$ are stationary. Remember that this result stems from equation 3.4:

$$\alpha'y = f_t^k - s_t = \gamma_t^k + \theta_k + E(q_{t+k} - q_t|\Omega_t)$$

Again, the Ng-Perron test was used to test the null hypothesis of a unit-root process ($H_0 : \rho = 1$) against a local alternative ($H_1 : \rho = 1 + c/n, c = -7$). An intercept was included, but no trend. The SIC was used for lag length selection.

The Ng-Perron test statistics reported in Table 4 indicate different behaviors when volatility of the data changes. In cases of lower frequency (monthly and quarterly) the presence of a unit-root was mostly
rejected, if only on the 10% significance level. For the quarterly three-month and six-month forward premiums the unit-root could even be rejected on a 5% significance level.

The results differ when the data is of higher frequency (i.e. daily and weekly). Here, the unit-root cannot be rejected on any conventional significance level with one exception. The one-month forward premium was rejected to contain a unit-root on the 1% and 10% significance level for the daily and weekly data respectively.

**Discussion of the Forward Premium Behavior.** These results are contradictory to those obtained by Clarida and Taylor (1996), who used weekly data from 1977 to 1990 and rejected the unit-root (using the ADF) for any forward premium. In fact, the behavior of the Dollar-Yen forward premiums has changed over different periods in time. In my data set, which covers the years between 1984 and 2007, test results change quite considerably when only subperiods (1984-1990, 1990-2000, 2000-2007) are investigated. Even though, in my data set, the unit-root can not be rejected for the weekly data (except for the one-month forward premium), the differences in the test-statistics are quite substantial. Values come quite close to (but still lie a little above) the 10% critical value for the first period (1984-1990) whereas evidence is very strong in favor of the unit-root during the second period.

Apparently, the forward-premium behavior has changed over the past decades. Maybe speculators risk to contract forward rates which diverge substantially and unexpectedly from mathematical expectations of spot exchange rates. Or, spot exchange rates became more volatile, rendering the formulation of expectations more difficult. But whatever the reasons, even though evidence for stationarity of daily and weekly data has been found during the seventies and eighties, afterwards, covering a larger timespan and therefore a larger sample, unit-root behavior of forward-premiums cannot be rejected.
Following these results, for daily and weekly data, a 1:1 cointegration relationship between spot and forward exchange rates as was proposed by Clarida and Taylor (1996) cannot be confirmed.

The question that remains to be answered is whether the system of \( j + 1 \) forward exchange rates and spot exchange rates are cointegrated with \( j \) forward premiums constituting the basis for the cointegration space if the data is aggregated over a month or a quarter as in these cases short-term volatility is reduced and a long-term equilibrium relationship might be revealed.

7. So What About the Cointegration Relationships?

Johansen tests to determine the cointegration rank, the number of linearly independent cointegrating vectors, for the system of one spot and four forward exchange rates lead to the results presented in Table 6. The \( \lambda_{max} \)-statistic analyses whether the cointegration rank is exactly \( r \), the trace-statistic whether the cointegration rank is at most \( r \) in a system of \( k \) variables with \( r < k \).

Of interest are the results obtained for the monthly and quarterly data,\(^9\) which are quite ambiguous. For the monthly data, the \( \lambda_{max} \) statistic does not reject the cointegration rank to equal two on the 5% significance level, whereas the trace-statistic cannot reject the null hypothesis of the rank being smaller or equal to three. Results for the quarterly data are similarly unclear. The \( \lambda_{max} \)-statistic does neither reject the null hypothesis of two nor of three cointegrating vectors, while the trace-statistic indicates that there is no cointegration relationship at all, i.e. it indicates \( r = 5 \). The rejection of the null hypothesis of \( r \leq 4 \) is contradictory to the assumption of a stochastic trend in the

\(^9\)As expected on grounds of unit-root tests conducted in section 6, the \( \lambda_{max} \)-statistic rejects the null hypothesis of \( r = 4 \) on the 5% and 10% significance level for the data with daily and weekly frequency.
system. On a 10% significance level, the same contradictory result can be observed in the monthly data.

A likelihood-ratio test comparing restrictions on the cointegrating vector with the unrestricted alternative leads to the same results. It strongly rejects the null hypothesis of the four forward-premiums \((f^1_t - s_t, f^3_t - s_t, f^6_t - s_t, f^{12}_t - s_t)\) forming a basis of the cointegration space. The likelihood-ratio statistic is asymptotically \(\chi^2\) distributed (Johansen, 1988). Results are presented in Table 7.

Overall, the Johansen \(\lambda_{max}^-\), trace- and likelihood ratio statistic reject the hypothesis developed in section 3, that in a system of one spot and four forward exchange rates the four forward premiums form the basis of the cointegration space, on a 5% significance level. The evidence opposes even the existence of four linear independent cointegration vectors in general.

It should be considered, though, that the Johansen tests suffer from some weaknesses. Among other problems, they are very sensitive to changes in lag length and provide spurious results in case the variables are not I(1) but are difficult to distinguish from an I(1) process. Maddala and Kim argue that residual based tests are more robust and should be used instead. The efficient-unit-root tests would be suitable for this data set. Yet, critical values would have to be derived for the residual-based cointegration test as the residuals used in these tests are estimated errors (Maddala and Kim 1998, p.220-22).

\(^{10}\)Kirchgaessner and Wolters (2006, p.196) explain that "as a general rule it holds that for a cointegration rank \(r\) with \(0 < r < k\) the system of \(k\) variables contains \(k - r\) common stochastic trends and \(r\) linear independent cointegration vectors." They also discuss the result of \(r = k\) to be contradictory to the assumption of a unit-root present in the system.
8. Conclusion

In this paper a larger sample than in previous studies and efficient unit-root tests have been used to analyse the behavior of yen/dollar spot and forward exchange rates. The hypothesis that four forward premiums provide a basis of the cointegration space in a system of the yen/dollar spot exchange rate and four corresponding forward exchange rates has been rejected. Whereby the evidence for a unit-root present in daily and weekly forward premiums was quite strong, the evidence for a unit-root in monthly and quarterly data was weaker. Still, the Johansen tests for the cointegrating rank reject the existence of four linear independent cointegrating vectors for all investigated levels of frequency.

Future research should apply more powerful cointegration tests to confirm the results obtained by the Johansen test in section 7. Also, the behavior of quarterly forward premiums should be studied more closely. Here, more structure might be found as suggested by the rejection of unit-root (on a 10% significance level).

Also, research investigating the one-month forward premiums might be constructive. For these evidence was found against the unit-root even for daily and monthly frequencies and it is quite plausible to assume that forward premiums behave differently whether they stretch over a horizon of one, three, six or twelve months.
Appendix A. Data Source

As starting point for the analysis I used the non-logarithmic spot and forward exchange rates series of daily frequency obtained from datastream (series: BBJPS, BBJF, BBYF, BB7F, BB1F).
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Table 1. Jarque-Bera Test Results

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Quarterly</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t^s$</td>
<td>3228.63</td>
<td>647.60</td>
<td>150.41</td>
<td>51.25</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_t^1$</td>
<td>3185.05</td>
<td>638.81</td>
<td>148.37</td>
<td>50.56</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_t^3$</td>
<td>3077.85</td>
<td>617.35</td>
<td>143.38</td>
<td>48.85</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_t^6$</td>
<td>2903.12</td>
<td>582.30</td>
<td>135.26</td>
<td>46.05</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_t^{12}$</td>
<td>2557.46</td>
<td>513.00</td>
<td>119.09</td>
<td>40.52</td>
<td>0.00</td>
</tr>
</tbody>
</table>

The null hypothesis is tested that each series is normally distributed. The Jarque-Bera test statistic follows a $\chi^2$ distribution with 2 degrees of freedom. $s_t$ denotes the logarithmic form of the yen/dollar spot exchange rate, $f_t^1$, $f_t^3$, $f_t^6$, $f_t^{12}$ are the corresponding 1-month, 3-month, 6-month and 12-month forward exchange rates.
**Table 2. Ng-Perron Test Results - Spot and Forward Exchange Rates**

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y_t$</td>
<td>$MZ_{\rho}$</td>
<td>$MZ_t$</td>
<td>$\hat{i}$</td>
</tr>
<tr>
<td>$s_t$</td>
<td>0.23</td>
<td>0.28</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>$f^1_t$</td>
<td>0.23</td>
<td>0.29</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>$f^3_t$</td>
<td>0.24</td>
<td>0.29</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>$f^6_t$</td>
<td>0.24</td>
<td>0.3</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>$f^{12}_t$</td>
<td>0.23</td>
<td>0.28</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>$\Delta s_t$</td>
<td>-37.37***</td>
<td>-4.32***</td>
<td>17</td>
<td>-154.39***</td>
</tr>
<tr>
<td>$\Delta f^1_t$</td>
<td>-36.65***</td>
<td>-4.27***</td>
<td>17</td>
<td>-158.01***</td>
</tr>
<tr>
<td>$\Delta f^3_t$</td>
<td>-52.62***</td>
<td>-5.12***</td>
<td>14</td>
<td>-250.77***</td>
</tr>
<tr>
<td>$\Delta f^6_t$</td>
<td>-53.30***</td>
<td>-5.16***</td>
<td>14</td>
<td>-243.38***</td>
</tr>
<tr>
<td>$\Delta f^{12}_t$</td>
<td>-68.88***</td>
<td>-5.87***</td>
<td>12</td>
<td>-233.62***</td>
</tr>
</tbody>
</table>

*** denotes rejection on the 1% significance level. Critical values are given by Ng and Perron (2001). They are -13.80, 0, -8, and -5.7 for the 1%, 5%, and 10% significance level of the $MZ_{\rho}$-statistic and -2.5, -1.98 and -1.62 for the $MZ_t$-statistic. $c$ is set to $-7$. The data is GLS demeaned. The Schwarz Information Criterion is used for lag-length selection. $\hat{i}$ denotes the estimated lag length. and are the versions of the Phillips-Perron test statistics $Z_{\rho}$ and $Z_t$ modified by Ng and Perron. $s_t$ denotes the logarithmic form of the yen/dollar spot exchange rate, $f^1_t$, $f^3_t$, $f^6_t$, $f^{12}_t$ are the corresponding 1-month, 3-month, 6-month and 12-month forward exchange rates.
### Table 3. ADF and $DF_{GLS}$ Test Results

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s_t$</td>
<td>-2.54</td>
<td>0.29</td>
<td>-2.62</td>
<td>-0.11</td>
</tr>
<tr>
<td>$f_{t1}$</td>
<td>-2.53</td>
<td>0.29</td>
<td>-2.61</td>
<td>-0.10</td>
</tr>
<tr>
<td>$f_{t3}$</td>
<td>-2.52</td>
<td>0.29</td>
<td>-2.60</td>
<td>-0.11</td>
</tr>
<tr>
<td>$f_{t6}$</td>
<td>-2.50</td>
<td>0.30</td>
<td>-2.58</td>
<td>-0.11</td>
</tr>
<tr>
<td>$f_{t12}$</td>
<td>-2.46</td>
<td>0.28</td>
<td>-2.55</td>
<td>-0.10</td>
</tr>
<tr>
<td>$\Delta s_t$</td>
<td>-75.09***</td>
<td>-10.45***</td>
<td>-11.84***</td>
<td>-11.84***</td>
</tr>
<tr>
<td>$\Delta f_{t1}$</td>
<td>-76.67***</td>
<td>-10.31***</td>
<td>-11.88***</td>
<td>-11.88***</td>
</tr>
<tr>
<td>$\Delta f_{t3}$</td>
<td>-76.22***</td>
<td>-12.65***</td>
<td>-11.80***</td>
<td>-11.80***</td>
</tr>
<tr>
<td>$\Delta f_{t6}$</td>
<td>-75.97***</td>
<td>-13.33***</td>
<td>-11.79***</td>
<td>-11.80***</td>
</tr>
<tr>
<td>$\Delta f_{t12}$</td>
<td>-77.39***</td>
<td>-15.55***</td>
<td>-11.78***</td>
<td>-11.80***</td>
</tr>
</tbody>
</table>

$**, ***$ denotes rejection of the unit-root on the 5% and 1% significance level respectively. $t_{ADF}$ is the t-statistic of the ADF, $t_{DF-GLS}$ is the t-statistic of the $DF_{GLS}$. Critical values are given by MacKinnon (1996). Lag length is selected using the Schwarz Information Criterion.
Table 4. Ng-Perron Test Results - Forward Premiums

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y_t$</td>
<td>$M Z_{\rho}$</td>
<td>$M Z_t$</td>
<td>$\hat{\rho}$</td>
</tr>
<tr>
<td>$f_t^1 - s_t$</td>
<td>-21.03***</td>
<td>-3.23***</td>
<td>18</td>
<td>-6.50*</td>
</tr>
<tr>
<td>$f_t^3 - s_t$</td>
<td>-4.79</td>
<td>-1.52</td>
<td>12</td>
<td>-3.93</td>
</tr>
<tr>
<td>$f_t^6 - s_t$</td>
<td>-4.11</td>
<td>-1.41</td>
<td>6</td>
<td>-3.29</td>
</tr>
<tr>
<td>$f_t^{12} - s_t$</td>
<td>-4.04</td>
<td>-1.41</td>
<td>5</td>
<td>-3.88</td>
</tr>
</tbody>
</table>

*, **, *** denote rejection of the unit-root on the 10%, 5% and 1% significance level respectively. Critical values are given by Ng and Perron (2001). $c$ is set to $-7$. Lag length is selected by the Schwarz Information Criterion.
<table>
<thead>
<tr>
<th></th>
<th>First Period</th>
<th>Second Period</th>
<th>Third Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td>$M Z_p$</td>
<td>$M Z_t$</td>
<td>$M Z_p$</td>
</tr>
<tr>
<td>$f^1_t - s_t$</td>
<td>-5.61</td>
<td>-1.48</td>
<td>-0.74</td>
</tr>
<tr>
<td>$f^3_t - s_t$</td>
<td>-2.86</td>
<td>-0.89</td>
<td>0.73</td>
</tr>
<tr>
<td>$f^6_t - s_t$</td>
<td>-1.43</td>
<td>-0.51</td>
<td>0.93</td>
</tr>
<tr>
<td>$f^{12}_t - s_t$</td>
<td>-4.53</td>
<td>-1.19</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Critical values are given by Ng and Perron (2001). They are -13.8000, -8.1 and -5.7 for the 1%, 5% and 10% significance level of the $M Z_p$-statistic and -2.58, -1.98 and -1.62 for the $M Z_t$-statistic. SIC was used for lag-length selection and $c$ is set to -7 as throughout this study.
Table 6. Johansen Test Statistics - Cointegration Rank

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( H_0 : r = 0 )</td>
<td>( H_0 : r \leq 1 )</td>
<td>( H_0 : r \leq 2 )</td>
<td>( H_0 : r \leq 3 )</td>
</tr>
<tr>
<td></td>
<td>( \lambda_i )</td>
<td>( \lambda_{max} )</td>
<td>( \text{Trace} )</td>
<td>( \lambda_i )</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>1840.36**</td>
<td>452.07**</td>
<td>14.83*</td>
</tr>
<tr>
<td></td>
<td>1953.20**</td>
<td>2315.38**</td>
<td>475.02**</td>
<td>22.95**</td>
</tr>
<tr>
<td></td>
<td>4268.58**</td>
<td>246.49**</td>
<td>51.48**</td>
<td>11.41</td>
</tr>
<tr>
<td></td>
<td>724.18**</td>
<td>317.59**</td>
<td>71.10**</td>
<td>19.62*</td>
</tr>
<tr>
<td></td>
<td>0.29</td>
<td>0.18</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>406.50**</td>
<td>246.49**</td>
<td>51.48**</td>
<td>11.41</td>
</tr>
<tr>
<td></td>
<td>144.7**</td>
<td>87.37**</td>
<td>33.80*</td>
<td>15.10*</td>
</tr>
<tr>
<td></td>
<td>0.41</td>
<td>0.27</td>
<td>0.12</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>289.12**</td>
<td>144.36**</td>
<td>57.01**</td>
<td>23.21*</td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.29</td>
<td>0.19</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>43.30**</td>
<td>30.99**</td>
<td>18.83</td>
<td>13.80</td>
</tr>
<tr>
<td></td>
<td>118.18**</td>
<td>74.88**</td>
<td>43.89**</td>
<td>25.06**</td>
</tr>
</tbody>
</table>

*, ** denote rejection of the \( H_0 \) on the 10% and 5% significance level respectively. \( \lambda_i \) denotes the \( i^{th} \) eigenvalue after all \( k \) eigenvalues were ordered from large to small where \( k \) is the number of variables in the system (here: \( k=5 \)). One lag in first differences was included. Critical values are given by Osterwald-Lenum (1992, Table 1).
Table 7. Results of the $\chi^2(4)$ Test for Joined Significance of the Forward Premiums Forming a Basis of the Cointegration Space

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2(4)$</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly</td>
<td>95.72***</td>
<td>0.00</td>
</tr>
<tr>
<td>Quarterly</td>
<td>21.35***</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*** denotes rejection of the null hypothesis that four forward premiums constitute the basis for the cointegration space of a system of one spot exchange rate and four forward exchange rates. The degrees of freedom result from the number of restrictions imposed (4).