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Abstract

In machine learning, it is often required to generate samples that are diverse and informative without applying a deterministic procedure. Taking this as a quality criterion, determinantal point processes (DPPs) generate optimal samples. Yet, it is not always possible to apply DPPs in a reasonable run time - especially when it comes to huge domains. Hennig and Garnett (2018) proposed a greedy sampling algorithm for drawing DPP samples in a fast way. However, it turned out that this algorithm does not exactly draw DPP samples. In this thesis, we try to find lower bound guarantees about the relation between greedy sampling and DPPs by transferring guarantees from other procedures with known relations to both DPPs and greedy sampling. The primary approach transfers the \((1 - \frac{1}{e})\)-approximation guarantee of a greedy entropy maximization algorithm (Sharma et al., 2015) into the sampling setting. This approach requires monotonicity of entropy which can be ensured by modifications in greedy sampling. However, these modifications make the validity and the meaning of the guarantee more difficult to interpret.

We firstly give an introduction on the theoretical concepts that are relevant for this thesis, then introduce the greedy sampling algorithm according to Hennig and Garnett (2018) and point out why it does not draw exact DPP samples. In the final step, we analyze different approaches to find guarantees of samples drawn by greedy sampling and conclude our results.
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Introduction

In machine learning, algorithms are often supposed to learn a function (e.g., a classification) on basis of a "small" data set to then predict the function value for new data. Obviously, this becomes more and more complex and expensive with growing training data sets. Therefore, some machine learning algorithms sample a subset from the big training data set for saving a lot of time and power. Doing so, it is clearly a fundamental question of how these samples should be generated. DPPs provide a way to find subsets that are both very informative but also vary between different samples.

Yet, when it comes to larger domains, DPPs take increasingly long to draw samples. Therefore, there are many approaches to approximate the mode of the DPP - the optimal sample (Bıyık et al., 2019; Çivril & Magdon-Ismail, 2009; Gillenwater et al., 2012). Other approaches approximate a space as good as possible (Kanagawa & Hennig, 2019) or reduce the size of the domain randomly to then draw an informative set (stochastic greedy algorithm suggested by Mirzasoleiman et al. (2015)). However, deterministic approaches do not offer a variety between samples and stochastic greedy algorithms can hardly guarantee to generate exact DPP samples.

In contrast, Calandriello et al. (2020) found a way to fast generate exact k-DPP samples (for which the sample size k is known in advance) without looking at all items. Similarly, Hennig and Garnett (2018) introduced a greedy sampling algorithm whose run time is not dominated by the domain size whereas it draws well-distributed samples.

However, this greedy sampling algorithm does not exactly draw DPP samples, mainly, because it was assumed that the probability of a sample to be drawn is the same, no matter in what order the points are selected. This assumption does not hold for greedy sampling and thus the exactness of this algorithm is not given anymore. Therefore, we try to show here how close greedy sampling is to DPPs. To do so, we find procedures of which guarantees about the relation to DPPs are known and try to show equivalence to greedy sampling such that we can apply the known guarantees to greedy sampling as well.

In this thesis, we first give an introduction to DPPs and mathematical concepts that will be used later (Chap. 1). In Section 2.1.4, the greedy sampling algorithm will be introduced and in Section 2.1 it will be shown why it does not exactly draw DPP samples. Chapter 3 contains ideas on how to find assertions about how close greedy sampling is to DPPs. Two of the approaches that are shown there (originating from the Cholesky-based DPP sampling method and from a weak greedy maximum fill distance algorithm (Kanagawa & Hennig, 2019)) do not succeed because the procedures are not found to be equivalent to greedy sampling. In contrast, the approach originating from a greedy maximization of entropy algorithm leads to new insights. Provided that entropy is a monotone submodular function, it is known that finding the maximum of entropy has a greedy approach that
finds a \((1 - \frac{1}{e})\)-approximation of the maximum which is the mode of the DPP. However, because we are not interested in approximating one sample but a whole distribution, we show that a probabilistic version of the greedy maximization algorithm also guarantees a \((1 - \frac{1}{e})\)-approximation of the DPP distribution.

Still, it turns out that entropy is not always monotone such that some guarantees apply to greedy maximization algorithms only with a scaled similarity measurement and space. This leads to questions regarding the general meaningfulness of ratio guarantees concerning entropy that will be discussed in Subsection 3.2.2.
Chapter 1

Theoretical Background

1.1 Determinantal Point Processes (DPPs)

Intuitively, DPPs are stochastic point processes that generate samples that are as well informative as rich in variety. They were introduced in order to model fermion distributions (Macchi, 1975). Meanwhile, they have found various applications in other fields as machine learning. This section will give a brief summary of DPPs emphasizing aspects that are relevant for this thesis.

1.1.1 Why are we interested in DPPs?

In some applications, it is convenient to have both: diversity within one selected subset but also varying selections of subsets of domains. In the case of a news feed, for instance, we usually aim to have different topics (intra-variety) but also a "fresh" news feed each time the user reloads it (inter-variety). Though deterministic approaches might have a higher intra-variety, they can not generate different results given the same input (user and their interests, current news) and thus show no inter-variety.

Beyond that it is sometimes convenient to have varying samples, it is also an NP-hard problem to determine the subset of points that span the greatest volume together (Çivril & Magdon-Ismail, 2009). With that, DPPs also provide reasonably diverse sets of points in

Figure 1.1: Fig.1 from Hennig and Garnett (2018). Different distributions of one hundred points depending on the sampling procedure. Left: uniform random. Center and right: RBF-kernel DPPs of different length scales - here denoted by $\lambda$. 
polynomial time. In machine learning, DPPs can be applied in the exploration approaches of algorithms. Because they choose points that push each other off, exploration is more effective than when exploring randomly (see Fig. 1.1). In classification tasks, for instance, the differentiation can be learned based on human feedback on DPP-generated samples (Bıyık et al., 2019). Due to the use of the DPPs, the human feedback is gained on different but each diverse samples and is thus very informative.

1.1.2 What are DPPs?

Let \( k : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R} \) be a positive semi-definite kernel function. That means that there is a scalar product space \((U, \langle ., . \rangle)\) and a mapping \( \Phi : \mathbb{X} \rightarrow U \) into that space with \( k(x_1, x_2) = \langle \Phi(x_1), \Phi(x_2) \rangle \) \( \forall x_1, x_2 \in \mathbb{X} \). The kernel function, therefore, indicates the similarity (scalar product) of two points of \( \mathbb{X} \) after they were first mapped into a scalar product space by the feature function \( \Phi \). Often, \( \Phi \) is not explicitly calculated but a relevant step to ensure both that \( \mathbb{X} \) does not have to be a scalar product space itself and that a scalar product/similarity can be calculated.

Given a kernel function, one can calculate a kernel matrix \( K_{XX} \) with \( K_{XX}(x_1, x_2) = k(x_1, x_2) \) for all \( x_1, x_2 \in \mathbb{X} \) that describes the similarities between all \( x_1, x_2 \in \mathbb{X} \). Respectively, for a finite subset \( X \subset \mathbb{X} \) \( K_{XX} \) is a principal submatrix of \( K_{XX} \) describing the similarities for all \( x_1, x_2 \in X \).

A DPP now draws a sample \( S \) in proportion to the variety of points in \( S \) which is contained in the kernel matrix:

\[
p(X = S) = \frac{\det(K_{SS})}{Z} \propto \det(K_{SS})
\]

That means: the greater the volume of \( K_{SS} \) (and with that the diversity of points), the more likely it is that the DPP would draw \( S \). With that property, DPPs provide a procedure that preferentially draws samples that have a strong variety within one sample but also offer a reasonable variety between samples as they generate their samples in a non-deterministic way. This proportional relation is characterized by the proportionality factor (here, we also call it normalization constant) \( Z \) that is the sum of the (unnormalized) probabilities over all possible subsets \( X \subset \mathbb{X} \):

\[
Z = \sum_{X \subset \mathbb{X}} \det(K_{XX})
\]

In the literature, one can find DPPs defined with both a correlation kernel (here denoted as \( K_{XX} \)) and a likelihood kernel (here denoted as \( L_{XX} \)). These kernels can (except in the case that \( K_{XX} \) is orthogonal) be transformed into each other:

\[
L_{XX} = K_{XX}(I - K_{XX})^{-1} \quad \text{and} \quad L_{XX} = I - (L_{XX} + I)^{-1}
\]

with \( I \) being the identity matrix with size \(|\mathbb{X}| \times |\mathbb{X}|\) for \(|\mathbb{X}| < \infty \) (Kulesza & Taskar, 2012). DPPs conducted on basis of a likelihood kernel are also called L-ensembles. Using either of the two kernels can lead to different algebraic traits, and applications but also interpretations of the kernels. However, we will focus on correlation kernels in this thesis.

In the following, we will look further into different types of DPPs, their properties, and their sampling methods.
1.1.3 Finite and Continuous DPPs

When talking about characteristics of different DPPs, it also plays a role from which domain a certain kernel maps into $\mathbb{R}$. More precisely, one can differentiate between DPPs whose domain is finite (finite DPPs) or continuous (continuous DPPs). In both cases, however, the domain is bounded. Both types come with different restrictions and enablements for DPP sampling procedures. Therefore, we will shortly go over some properties and definitions of these two types of DPPs before describing sampling procedures.

Finite DPPs

Let $X = \{1, 2, \ldots, N\} = [N]$ be a finite (and thus discrete) domain and $K_{XX} \in \mathbb{R}^{N \times N}$ the corresponding kernel matrix. Just as given above, we say for subsets $S \subset X$ that they follow a DPP distribution with kernel $K_{XX}$ if $p(S) \propto \det(K_{SS})$.

One of the most basic characteristics of any sample is its size. For most DPPs (exception: projections, see Subsec. 1.1.4), the number of points itself is not determined before sampling. Still, there is a formula describing the sample size for a sample $S$:

$$|S| = \sum_{n=1}^{N} Ber(\lambda_n)$$

where $\lambda_n$ ($n \in \{1, \ldots, N\}$) stands for the eigenvalues of $K_{XX}$ and $Ber(\lambda) \in \{0, 1\}$ for a Bernoulli variable with success probability $\lambda$. One can directly derive the expected sample size (Hough et al., 2006):

$$E[|S|] = \text{trace}(K_{XX}) = \sum_{n=1}^{N} \lambda_n$$

Continuous DPPs

Defining a continuous DPP can differ in complexity. For our purposes, it is sufficient to use the same general definition with a different domain. Let $X$ be a continuous bounded set and $k : X \times X \to \mathbb{R}$ the corresponding kernel function. As given earlier: for a finite subset $X \subset X K_{XX}$ denotes the kernel matrix for $X$. A subset $S \subset X$ now follows a DPP distribution of kernel $K_{XX}$ if $p(S) \propto \det(K_{SS})$.

Just as for finite DPPs the size of a sample drawn by a continuous DPP is not known before sampling. It is given by the infinite sum

$$|S| = \sum_{n=1}^{\infty} Ber(\lambda_n)$$

where $\lambda_n$ ($n > 1$) again stand for the eigenvalues of $K_{XX}$ and $Ber(\lambda) \in \{0, 1\}$ for a Bernoulli variable with probability $\lambda$. The expected value is given by

$$E[|S|] = \sum_{n=1}^{\infty} \lambda_n,$$
respectively (Lavancier et al., 2015).
Continuous DPPs are less explored than finite DPPs. When talking about sampling algorithms, the great majority of literature covers finite DPPs. That is intuitive as one could argue that numbers that a computer can use are always instances on a grid and thus never really continuous. However, in this thesis, we will talk about algorithms with a very fine underlying grid as continuous.

So far, we differentiated between DPPs according to their domain. In the next two sections, the characteristic of interest is the kernel. Firstly, we will have a closer look at orthogonal kernels.

1.1.4 Orthogonal Projection DPPs
A DPP is fundamentally characterized by its kernel function. Projection DPPs are DPPs whose kernel function is orthogonal. There are several properties that come with that orthogonality, especially when talking about the eigenvalue decomposition. All the eigenvalues $\lambda_1, \ldots, \lambda_n$ of any orthogonal kernel matrix are either 0 or 1. Therefore, it is always known in advance how many points a sample $S$ generated by a projection DPP will sample because $|S| = \sum_{n=1}^{\infty} \text{Ber}(\lambda_n)$ is the same as the number of eigenvalues that are unequal to 0 which again is the same as the kernel matrix’ rank. That number can be easily determined once the eigenvalue decomposition of the kernel matrix is done.

Projection DPPs can be used as components to mix other non-orthogonal kernels. Though they have some handy properties, the most popular kernel function is not orthogonal. It will be introduced in the following section.

1.1.5 The RBF Kernel
As stated above, the kernel function characterizes a particular DPP. In this thesis, we will mainly talk about the radial basis function (RBF, aka. Gaussian, squared-exponential) correlation kernel

$$k_{\text{RBF}}(x_1, x_2) : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}, (x_1, x_2) \mapsto \exp\left(-\frac{1}{2} \sum_{d=1}^{D} \frac{(x_1 - x_2)_d^2}{\sigma^2}\right)$$

for a fixed parameter $\sigma > 0$ that is called the length scale.

The RBF kernel became prevalent for DPPs and machine learning in general - possibly because it combines several convenient qualities: Firstly, it is stationary, that is, that it describes the similarity of two points independently from their absolute position within the domain. That gives us the insight that the kernel function only considers the local relation between the points rather than the global relation of these points to the whole domain. The RBF kernel is even homogeneous (isotropic) which means that it does only depend on the norm of the difference between two points (Rasmussen & Williams, 2006, Ch. 4). That property allows making assumptions that make the application in machine learning easier.

Secondly, the functions which an RBF kernel fits are smooth functions. This can be both helpful and restricting depending on whether we assume the function that should
be learned to be smooth or not. Despite the smoothness property, the RBF kernel is still universal, which means, informally speaking, that it could theoretically approximate any differentiable bounded function arbitrarily well. In other words, its scalar product space is dense in \( f : X \rightarrow \mathbb{R} \) (Micchelli et al., 2006). However, because of the smoothness property, it might not be possible to approximate an unsmooth function with a limited amount of data.

Though the RBF kernel has several convenient characteristics, there are also some shortcomings. Most notably for us, it is not orthogonal. This is relevant because there are some handy features that only projection DPPs have which we then can not transfer onto RBF DPPs.

### 1.1.6 Not Quite a DPP: k-DPPs

Especially when applying DPPs to real-world tasks, it can be practical to have certainty about the final sample size. Therefore Kulesza and Taskar (2011) proposed the concept of k-DPPs that determines the sample size beforehand. A k-DPP is defined by

\[
p_k(X = S) = \frac{\det(K_{SS})}{\sum_{|S'|=k} \det(K_{S'S'})} = \frac{\det(K_{SS})}{Z}
\]

where \(|S| = k\) and \(K_{XX}\) stands for the kernel matrix and \(Z = \sum_{|S'|=k} \det(K_{S'S'})\) is a normalization constant.

A naive way to transform a DPP to a k-DPP is to introduce a rejection condition such that only samples that by chance have a maximal size \(k\) will be accepted. Researchers, however, have found many more favorable approaches (Kulesza & Taskar, 2011) that run in \(O(Nk^2)\), assuming an eigendecomposition of the kernel matrix \(L_{XX}\) (in this paper they used a likelihood kernel). Because the samples drawn by a k-DPP have a constant size, they are not identically distributed as non-restricted DPPs and thus are not exactly DPPs, though they are often traded as restricted DPPs. In fact, this thesis will mainly focus on k-DPPs. Thus, from now on we will talk about DPPs when actually talking about k-DPPs for simplicity.

### 1.1.7 Exact Sampling Algorithms

All algorithms that implement DPP sampling draw samples that follow the exact same distribution. However, there are different approaches to fulfill this task of which three will be introduced in the following. Therefore we assume a finite DPP for a start and consider the kernel matrix \(K_{XX}\) to be given.

#### Classic: Spectral Method

The spectral method was introduced by Hough et al. (2006) and is the standard method for DPP sampling. Its key is that any kernel matrix is a mixture of several projection matrices.

Firstly, the orthonormal eigendecomposition \((\lambda_i, v_i)\) of the kernel matrix \(K_{XX}\) is calculated \((\lambda_i\) denote the eigenvalues and \(v_i\) the eigenvectors for \(i \in \{1, \ldots N\}\)). To do so, assume
$K_{XX}$ to be a real symmetric matrix. Its eigenvectors form an orthonormal basis and all its eigenvalues are between 0 and 1. The spectral decomposition is then given by

$$K(x, y) = \sum_{i=1}^{\infty} \lambda_i \phi_i(x) \phi_i(y),$$

where $\lambda_1, ..., \lambda_n$ denoting its eigenvalues, $n$ the total number of eigenvalues, $\phi$ the feature function (see Sec. 1.1).

Gautier et al. (2019) now describe a two-step procedure to draw exact samples from that: in step one $m$ of the $n$ eigenvalue indices $\{i_1, ..., i_m\}$ $m \leq n$, are randomly selected using Bernoulli trials. Out of that, there is a new kernel matrix $\tilde{K}$ generated with

$$\tilde{K}(x, y) = \sum_{l=1}^{m} \phi_{i_l}(x) \phi_{i_l}(y).$$

$\tilde{K}$ now is an orthogonal component of the mixture of projections constituting $K$. Step 2 is simply the sampling step in which any exact procedure (for instance Algorithm 18 from Hough et al. (2006)) can be used to draw a sample $\{x_1, ..., x_m\} \sim DPP(\tilde{K})$ which now also follows $DPP(K)$ (Gautier et al., 2019). Side note: here, the number of points is known in advance because $\tilde{K}$ is a projection DPP (see Subsec. 1.1.4).

It is evidently tricky to do exactly the same in the continuous case because $K_{XX}$ would then be an infinite matrix and would possibly have infinitely many eigenvalues. Still, Lavancier et al. (2015) present an implementation of this method for continuous domains. Though this method is exact and popular, it is not the fastest. The eigendecomposition needs $O(N^3)$ in the finite setting. The duration of the steps that follow (containing Gram-Schmidt orthonormalization) depends on the sample size $|S|$ of the drawn sample $S$ and is in $O(N|S|^2)$ which is still in $O(N^3)$. All in all, the first term dominates the run time. Especially for large amounts of data computing the eigenvalues can be very expensive which then makes the spectral method overall expensive (Launay et al., 2020).

Altogether, it still is an exact procedure that is reasonably fast for not too huge data sets.

**State-of-the-Art: Intermediate Sampling**

The intermediate sampling method (Dereziński, 2019) constitutes a newer and faster DPP sampling method. Because the domain’s dimension will play a role when talking about this method, we now emphasize this by talking about a data matrix rather than about a domain.

Given a data matrix $X \in \mathbb{R}^{N \times D}$, the main idea is to first select poly($D$) points $S$ following an intermediate distribution $\text{intermediate}(X)$, $N$ denoting the size of the domain and $D$ the domain’s dimension. Out of that intermediate sample $S$ a new sample $X$ is drawn that follows the DPP distribution $\text{target}(S)$. Because the intermediate distribution was chosen appropriately, $X$ now follows $\text{target}(X)$.

Evidently, a crucial point for this procedure is the design of $\text{intermediate}(X)$. To guarantee that $\text{intermediate}(X)$ does not distort the target distribution Dereziński (2019) make use of the ridge leverage score introduced by Alaoui and Mahoney (2015). It is, intuitively speaking, a measurement that balances low-rank approximation and overfitting for a matrix approximation (McCurdy, 2018). Thus, the matrix of the intermediate sample $S$ is
an approximation of the large data matrix $X$. Still, it is not the same as a DPP sample as the points chosen so far do not push each other off. To exactly draw a DPP sample, the rejection sampling step on $S$ is applied following the DPP distribution. Derezinski et al. (2019) of course, show more detail about guarantees, formulae, and premises regarding intermediate($X$). In their paper, the authors did not include continuous domains. For a continuous domain (or a fine grid), this procedure might take long to determine the ridge leverage scores but in general, it is a procedure that can handle great domains.

Talking about run time, this method performs remarkably better than the spectral method. The preprocessing step (determining the intermediate distribution) runs in $O(N \log(N) + \text{poly}(D))$ time. The sampling step runs in poly($D$) time. With that, the intermediate sampling method could substantially speed up using the idea of reducing the possibly large data matrix/domain.

**Stochastically Intuitive: Cholesky-Based Method**

When thinking about the Cholesky-based method (CBM) presented by Launay et al. (2020) it might be good to imagine a binary probability tree. Initially, consider two empty sets of points $A_{in}$ and $A_{out}$ that will in the end contain all the points from $X$. Now we iteratively go through every single point $x$ in $X$ and randomly decide whether we want to include this point (add it to $A_{in}$) or not (add it to $A_{out}$). That iterative binary decision is what can be well shown with a binary tree. To decide about in- or excluding a point, the probability for a point $x_i$ to be included $p(x_i \in S)$ depends on the preceding choices of points:

$$p(x_i \in S) = p(x_i \in S | A_{in}(i - 1) \subset S \text{ and } A_{out}(i - 1) \cap S = \emptyset)$$

with $p(x_1 \in S) = 0.5$ and $p(x_i \in S) = 1 - p(x_i \in S)$. After iterating through the whole domain the selected points form a DPP sample (Gautier et al., 2019). In each step we use Cholesky decomposition and thus can use matrix multiplication for determining each $p$. The main advantage of this method is that we do not have to compute an eigendecomposition which can be costly for large $X$. Apparently, this method is not possible to be applied to continuous domains because its key feature is iterating through the whole domain.

The order of computational complexity is, just as the one of the spectral method $O(N^3)$. However, Launay et al. (2020) showed in their tests that the spectral method outplays the CBM. The crucial point that makes this method expensive is probably the Cholesky decomposition which is conducted in each iteration.
1.2 Submodularity

In this thesis, we are interested in DPPs and other processes that maximize the volume (determinant) of a matrix (for more detail, see Sec. 1.1). Taking the log-determinant from a matrix and increasing the matrix’ numbers of rows and columns, the log-determinant changes in a submodular way (Gillenwater et al., 2012). This can be helpful for finding guarantees and comparing different approaches to the determinant maximization task. Therefore, we will shortly introduce the concept of submodularity.

Formally, a function $f : \mathcal{P}(M) \rightarrow \mathbb{R}$ is called submodular if

$$f(A \cup \{x\}) - f(A) \geq f(B \cup x) - f(B)$$

holds for $A \subset B \subset M$ with $x \in M$ and $x \notin B$, $\mathcal{P}(M)$ denoting the power set of $M$ (Gillenwater et al., 2012). For monotone functions, this formalizes, intuitively speaking, that the benefit regarding $f$ of a single element in a set diminishes when the set’s size increases.

When making use of the submodularity of a function $f$, it is often also required to be monotone increasing. That means that $A \subset B$ implies that $f(A) \leq f(B)$. This is because if $f$ was monotone decreasing ($A \subset B \Rightarrow f(A) \geq f(B)$), it was submodular anyways such that submodularity is no helpful information about $f$. To gain an intuition about submodularity, see also Figure 1.2.

In the following section, we will look into two functions on sets that are submodular.

![Figure 1.2: Two submodular functions. Blue: monotone decreasing. Green: monotone increasing. In both cases, the change of the function value decreases. However, in the case of the blue function, its absolute value increases. Thus, submodularity is implicated by the monotone decreasing property and hence not informative.](image)
1.3 Entropy and Information Gain

In many contexts, entropy is seen as a measurement of randomness in a system. Here, we need a slightly different perspective on entropy and have to be sensitive that the interpretation of entropy is not quite the same for discrete and continuous random variables. In general, entropy is defined for a random variable. Because we will later apply the entropy in contexts of sampling, we will here first introduce the concept in that original vocabulary and later transfer it to our setting - sampling procedures. In that setting, entropy is a quality measurement for samples drawn by a certain policy $\pi$ which can be thought of as a probability distribution.

In the following, we will introduce two types of entropy. On the way, there will occur logarithm terms for which we will not use a specific basis but talk about any basis $> 1$. That is because the basis only changes the unit of entropy but no property that is relevant for us. However, it was first introduced using 2 as basis (Shannon, 1948).

1.3.1 Shannon Entropy

The Shannon entropy was originally introduced in information theory to measure the average information content of a single sign in a word - a measure that is always positive. For a random variable $Y$ it defines the average information content of a single event $Y$. Here, an underlying assumption is that the less likely an event is to happen the more informative it is, and the greater its entropy is (Shannon, 1948).

Let $Y$ be a discrete random variable with $n$ finite possible events $\mathcal{Y} = \{Y_1, \ldots, Y_n\}$. For each event $Y$ let $p(Y)$ be the probability for that event to happen. Proceeding from that the information content for a single event can be computed with

$$I(Y) = - \log(p(Y))$$

which formalizes that a higher probability of an event makes it less informative.

The entropy of one event (how much information (on average) one event contains) is then defined as

$$H_1(Y) = \mathbb{E}[I] = \sum_{Y \in \mathcal{Y}} p(Y) I(Y) = - \sum_{Y \in \mathcal{Y}} p(Y) \log(p(Y)).$$

Now assume that $m$ different events occurred in a sequence $S$ and assume that we have a given probability for such a sequence $p(S)$. The entropy (the average information content of a sequence $S$ of $m$ events) then is

$$H_m(Y) = - \sum_{S \in Y^m} p(S) \log(p(S)).$$

Because Shannon entropy is based on the probability of a single event, it can not simply be transferred to continuous domains because then every single event $Y$ would be selected with probability $p(Y) = 0$. With that, the information content $I(Y)$ of a single event would virtually be $\infty$ and the whole concept of entropy would lose its validity. Therefore, there is another concept needed for continuous domains.
1.3.2 Differential Entropy

Differential entropy is nearly the continuous equivalent of Shannon entropy. However, it is harder to interpret differential entropy (for instance it can also be negative) - it is not exactly equivalent to Shannon entropy. Let $Y$ be a continuous multivariate Gaussian distributed random variable with infinitely many single events $Y \in \mathbb{Y}$. Just as in the discrete case, a probability is assigned to every single event using a probability density function $p(Y) : \mathbb{Y} \rightarrow [0, 1]$. Then, the entropy of $Y$ is

$$h(Y) = \int_{-\infty}^{\infty} p(Y) \log(p(Y)) \, dY = \mathbb{E}[- \log(p(Y))] .$$

Because $Y$ is a multivariate Gaussian distributed variable, its differential entropy can be calculated as

$$h(Y) = \frac{1}{2} \ln \det(2\pi e \Sigma)$$

where $\Sigma$ is a covariance matrix.

There are two properties of differential entropy that are mathematically relevant. Firstly, it is shift-invariant, which means $h(c + Y) = h(Y)$. This can be practical if one is interested in measuring entropy without looking at absolute values but rather at relations. Secondly, if $Y$ is scaled with a scalar $A \in \mathbb{R}$, entropy changes with an additive term: $h(AY) = h(Y) + \log(|A|)$. This will become important in later chapters.

It is not yet obvious how the concept of entropy is related to our context. That is why the next paragraph will translate entropy into the sampling setting for the cases we will use later in this thesis.

1.3.3 Transfer in Sampling Setting

In general, we are interested in using entropy as a quality criterion for a sampling policy $\pi$. The random variable in our case is the outcome of a sampling step. $X$ is the set of possible events - the domain of which points can be drawn. What was called "sequence" in the sections above, is now a "sample" - several points that were drawn in one sampling procedure. $\pi$ determines a probability as well for any single point ($p(x), x \in X$) as for any sample ($p(X), X \subset X$) to be drawn.

For our purposes, Shannon entropy will be relevant not for determining the average information content of a single point but rather for the average information content of a sample. This works, because we are interested in sampling procedures where the sample size is determined beforehand (k-DPPs, for instance) and $X$ is finite. Thus, we can apply the formula for an event sequence/sample with length/size $k$:

$$H_k(X) = - \sum_{S \subset X^k} p(S) \log(p(S)).$$

Because this is a measurement that tells us about the informativeness of a sample and not a point within a sample, we will term this type of entropy "inter-entropy".
In contrast, we will use differential entropy to make assertions about the informativeness of a single point in a single sample $S$ generated by $\pi$. $X$ is now again a multivariate $k$-dimensional Gaussian distributed random variable. Therefore, its entropy is determined by

$$h(X) = \frac{1}{2} \ln \det(2\pi eK_{SS}) \propto \log(\det(K_{SS})).$$

Because this expression reveals something about a single point within one sample, not about a whole sample, we will term this type of entropy "intra-entropy". The formal main difference between inter- and intra-entropy is not that we used for one Shannon and for the other differential entropy but that intra-entropy is normalized by $k$ contrary to inter-entropy.

Though we described several perspectives/types of entropy, there are properties that entropy generally has. Two are very shortly described in the following paragraph.

1.3.4 Properties of Entropy

Looking at (both, Shannon and differential) entropy of samples selected by policy $\pi$ while increasing the number of points $\pi$ should select (denoted by $m$) we want to emphasize two properties. Firstly, entropy is submodular (Sharma et al., 2015). Speaking intuitively, when considering a single sample, the benefit of adding a new point decreases with growing set size. With that, the average over all information contents of samples with size $m$, thus the inter-entropy $H_m(\pi)$ or $h_m(\pi)$, is submodular with respect to growing $m$. Secondly, entropy is not necessarily monotone (Sharma et al., 2015). This will play a role in later chapters of this thesis.
Chapter 2

Greedy Sampling - a Fast and Almost Exact DPP Sampling Approach

2.1 The Greedy Sampling Algorithm According to Hennig and Garnett (2018)

The algorithm suggested by Hennig and Garnett (2018) is an approach to finding a very fast algorithm that would (for certain continuous domains) generate exact DPP samples. This is desirable because the known exact sampling algorithms take a long run time - especially for continuous domains (see Subsec. 1.1.7). Fast algorithms do usually not provide an exact DPP sampling procedure or do not approach exact DPP sampling in the first place but try to approximate the mode of a DPP (Bıyık et al., 2019; Çivril & Magdon-Ismail, 2009; Gillenwater et al., 2012) or find other ways to select points in an informative way (Djolonga et al., 2018; Mirzasoleiman et al., 2015).

The new approach underlying this algorithm is based on a new perspective on DPPs. Hennig and Garnett (2018) suggest that a DPP would arise if one followed an elementary active learning strategy that chooses evaluation points to learn a function on the domain as exactly as possible. To make use of that, their algorithm uses the concepts from Gaussian processes. In this thesis, we will use the term greedy sampling to refer to that algorithm that will be introduced in more detail in the following.

2.1.1 How Greedy Sampling Works in the One-Dimensional Case

Let $f : \mathbb{X} \rightarrow \mathbb{R}$ be a function that an algorithm is aiming to learn on the domain $\mathbb{X}$. To do so, it iteratively chooses a set of evaluation points $X \subset \mathbb{X}$. In each iteration it selects a point $x \in \mathbb{X}$ solely depending on how uncertain it is about $f(x)$. The more uncertain it is, the more likely it will select and finally evaluate $x$. That procedure constitutes the greediness of this sampling algorithm.

In the first place, however, to have an uncertainty about $f(x)$, it has to keep track of belief over function values $f(x)$ for all $x \in \mathbb{X}$. The uncertainty about these function values for any $x$ is formally the variance.
Therefore, it assumes a Gaussian process prior $f \sim GP(\mu, k)$ with an arbitrary a priori mean function $\mu : \mathbb{X} \rightarrow \mathbb{R}$ and the a priori covariance function $k : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ that is precisely the kernel function. Once a certain $x$ is selected, it is evaluated such that new information on $f$ is gained and a current covariance $cov_i$ can be computed. According to the updated variance, which is $cov_i(x, x)$ for $x \in \mathbb{X}$, the algorithm can again select a point according to the current uncertainty and thus iteratively draw a sample of informative points.

More technically, let $K_{XX} \in \mathbb{R}^{||X|| \times ||X||}$ be a (possibly infinitely large) covariance kernel matrix. The entry at row $s$ and column $t$ (here denoted by $K_{XX}(x_s, x_t)$) indicates the a priori covariance $k(x_s, x_t)$, $s, t \in [1, ||X||]$. The entries on the diagonal contain the a priori variance $k(x, x)$ for all $x \in \mathbb{X}$ respectively. In our case, $k$ is the RBF kernel function. Therefore $k(x, x) = K_{XX}(x)$ is the same for all $x \in \mathbb{X}$ (homogeneous kernel, see Subsec. 1.1.5).

Moreover, let $K_{X_iX_i}$ be a principal submatrix of $K_{XX}$ that only includes columns and rows of points that were selected in iteration $i$. It is also a kernel matrix but just for a subset of $\mathbb{X}$. In the beginning ($i = 0$), it is empty.

Furthermore, let $V \in \mathbb{R}^{||X||}$ be a (possibly infinitely long) vector that indicates the variance for each $x \in \mathbb{X}$. In contrast to the kernel matrix $K_{XX}$, it changes with every iteration. For a start (iteration index $i = 0$), $V_0(x)$ is the same for all $s$, because it exactly contains the diagonal of $K_{XX}$. Later ($i \in \{1, ..., k\}$, $k$ denoting the final number of points), the entries in $V_i$ change with every iteration because certain points are evaluated and thus more is known, uncertainty is reduced which leads to different variances among different points.

This is formalized by the formula:

$$V_i(x) = \begin{cases} k(x, x) & \text{for } i = 0 \\ K_{xx} - K_{xx1_{i-1}}K_{X_{1_{i-1}1_{i-1}}}^{-1}K_{X_{1_{i-1}}x} & \text{for } i \in \{1, ..., k\} \end{cases}$$

Because this algorithm aims for reducing uncertainty in every iteration, the choice of points depends on the variance function. More precisely, the variance function constitutes an unnormalized probability density function: the less is known about a point $x$, the stronger its variance is, and the more likely it is sampled. This relation is even proportional:

$$p(x \mid X_{i-1}) \propto V_i(x)$$

To ensure that proportionality in point selection, Hennig and Garnett (2018) use the integrated $V_i(x)$ (the cumulative probability density function $P(x)$) for the next steps. Now, the highest (and last, because $V_i(x) > 0 \ \forall x \in \mathbb{X}$) value of the cumulative probability density function $\max_{x \in \mathbb{X}} P(x) = z$ is found so that $u \in [0, z]$ can be generated randomly. Lastly, their algorithm finds the point $x$ for which $P(x) = u$ holds by running a bisection search. This point now is chosen to be the next one that is included in $\mathbb{X}$. This procedure is also illustrated in Figure 2.1.

We assume that the final number of points $k$ is known before, and stop after iteration $k$. The algorithm then outputs a sample of $k$ different points that (in expectation) display rather strong entropy.
Figure 2.1: Greedy sampling after a third iteration. Top: so far learned/expected function $f$ ($GP$ posterior) with variance bounds. Center: posterior variance which is also the probability density function characterizing the next choice of points. Bottom: accumulative probability density function. $u \in [0, Z]$ is randomly generated and determines the point $x_4$ selected in iteration 4 proportionally to the slope of $P(x)$ which is $p(x)$. Plot drawn using Pedregosa et al. (2011).
2.1.2 Greedy Sampling Extended to $d$ Dimensions

A strength of the Greedy Sampling algorithm proposed by Hennig and Garnett (2018) is that it is not limited to the one-dimensional case. Though we will now shortly introduce the two-dimensional case, this way of extending the algorithm can, in theory, be done to $d \leq \infty$ dimensions.

The kernel function is now defined for a tuple of vectors and the variance function can be thought of as a landscape. Firstly, if we sample out of $X = \mathbb{R}^2$, the algorithm tries to learn a function on an area, a landscape. The kernel function is now defined for a tuple of vectors $((x_1, x_2)^T, (y_1, y_2)^T) \in \mathbb{X} \times \mathbb{X}$ and the variance function can be thought of as a landscape. In the beginning, it looks like a plane that is parallel to both axes and whose height is determined by $V_0$.

The sampling step is conducted analogously to the one-dimensional case with the difference that firstly the whole landscape of $V_i$ is projected onto one dimension. This function is then integrated into a cumulative distribution. Again, the maximum value of this function is denoted with $z_1$, $u_1$ is sampled out of $[0, z_1]$ and $x_{i1}$ is found such that $P(x_{i1} \mid X_{i-1}) = z_1$. Given $x_{i1}, x_{i2}$ is now determined by making a cross-section of the $V_i$-landscape at position $x_{i1}$ - we consider $V_i(x_{i1}, x_{i2})$ with a fixed $x_{i1}$. From here, it is proceeded just as in the one-dimensional case:

$$\int_{x_{i2} \in \mathbb{X}} V_i(x_{i1}, x_{i2}) \, dx_{i2} = P(x_{i2} \mid X_{i1}, x_{i1} \in X_{i+1}),$$

Again, $\max_{x_{i2} \in \mathbb{X}} P(x_{i2} \mid X_{i1}, x_{i1} \in X_{i+1}) = z_2$. $u$ is sampled randomly such that $u \in [0, z_2]$. $x_{i2}$ is found by the condition $P(x_{i2} \mid X_{i1}, x_{i1} \in X_{i+1}) = u$. That determines the next point $(x_{i1}, x_{i2})$ and $V_{i+1}$ can be calculated for the next step.

With that, it is said how greedy sampling works. However, it is not yet clear how it is linked to DPPs. That will be examined in the next Subsection.

2.1.3 How It Is Connected to DPPs

The key is that $V_0$ is completely determined by the Gaussian kernel function $k$. Because the Gaussian kernel is homogeneous, $V_0(x)$ is the same for any $x \in \mathbb{X}$. For $i > 0$ $V_i$ is computed as given above. According to Hennig and Garnett (2018), the probability for a sample $\{x_1, \ldots, x_k\}$ to be drawn is then

$$p(x_1, \ldots, x_k) = Z \prod_{i=1}^N p(x_i \mid X_{1:i-1}) = Z \prod_{i=1}^N \frac{1}{N - i + 1} V_i(x_i).$$

In the case of an orthogonal kernel, this is the same distribution as for a (projection) DPP (Hough et al., 2006).
2.1.4 How Long It Takes

Across the entire algorithm, the step dominating the run time is to compute $V_i$ in every iteration $i$. It requires the matrix inverse $K_{X_{i-1},X_{i-1}}^{-1}$ while $X_{i-1}$ is growing with $i$. Because we know that $k$ is the final sample size, this can be done in $O(k^3)$. All the other steps in one iteration can either be conducted in $O(1)$ (sampling $u$) or in $O(\log(b))$ with $b$ being the upper bound of $X$ (interval bisection search for $x : P(x) = u$). Depending on the implementation and accuracy, computing $p(x)$ and $P(x)$ can be done in less than $O(k^3)$.

Taking that together, if the algorithm of Hennig and Garnett (2018) drew exact DPP samples it would be a very fast ($O(k^3)$) solution. However, the equation for the probability given in Subsection 2.1.3 does not hold in the case of the Gaussian kernel. The reason for that will be examined in the following section.

2.2 The Algorithm According to Hennig and Garnett (2018) Is not Exactly a $k$-DPP

2.2.1 The Reason: The Chain Rule

Though the resulting samples generated by the algorithm from Hennig and Garnett (2018) are similar to DPP samples they are not exactly the same. The principle issue is that the equation $p(x_1,...,x_k) = Z \prod_{i=1}^{N} p(x_i | X_{1;i-1})$ only holds for projection DPPs (which is also the context in which it was used by Hough et al. (2006) on which Hennig and Garnett (2018) refer back to). This is because of the requirements of the probability chain rule. Given two (it can of course be extended to $n$) random variables - say $x_1$ and $x_2$ (first and second point) - the rule says:

\[
p(x_1 = x_1, x_2 = x_2) = p(x_1 = x_1 | x_2 = x_2)p(x_2 = x_2) = p(x_2 = x_1 | x_1 = x_1)p(x_1 = x_1) = p(x_2 = x_2, x_1 = x_1)
\]

Transferring that onto our scenario means that for applying the chain rule correctly, the order in which the points are selected must not matter for the joint probability.

To see on an intuitive level why this is not given in the case of greedy sampling, assume a domain with three elements with equal distance out of which the algorithm should choose 2 points ($k = 2$). Let the three elements be ordered such that we denote them with $x_{\text{left}}$, $x_{\text{middle}}$, and $x_{\text{right}}$ (see Fig. 2.2). In the beginning, every point has the same probability to be chosen because of the homogeneous Gaussian kernel ($V_0(x_{\text{left}}) = V_0(x_{\text{middle}}) = V_0(x_{\text{right}})$). However, after the first step, variance differs depending on the first step: If $x_{\text{right}}$ was chosen firstly ($X_1 = \{x_{\text{right}}\}$, left side in Fig. 2.2), the variance for its neighbor $x_{\text{middle}}$ is less than for $x_{\text{left}}$. Because the variances are proportional to the probabilities for the next points to be chosen, the probabilities for these
Figure 2.2: Scheme illustrating that for greedy sampling the order of selecting the elements is relevant. The horizontal line represents the domain in every plot. The numbers in circles indicate the iteration in which the element at the circles’ position was drawn. \( i = \{0, 1, 2\} \) indicates the iteration.

Left: \( x_1 = x_{\text{right}} \). Right: \( x_1 = x_{\text{middle}} \). That leads to different variance distributions over the remaining points. Hence, \( p(x_1 = x_{\text{right}}, x_2 = x_{\text{middle}}) \neq p(x_1 = x_{\text{middle}}, x_2 = x_{\text{right}}) \).

points to be taken are different.

If \( x_{\text{middle}} \) was chosen at first (\( X_1 = \{x_{\text{middle}}\} \), right side in Fig. 2.2), the variance for \( x_{\text{left}} \) and \( x_{\text{right}} \) is the same - so are their probabilities to be chosen in the next iteration:

\[
\begin{align*}
   p(x_2 = x_{\text{right}} | X_1 = \{x_{\text{middle}}\}) \\
   p(x_2 = x_{\text{left}} | X_1 = \{x_{\text{middle}}\})
\end{align*}
\]

Because there are no other events possible and the sum of the probabilities of all possible events must be 1, both probabilities, given \( X_1 = \{x_{\text{middle}}\} \), are 0.5. With that, it can also be said that

\[
\begin{align*}
   p(x_2 = x_{\text{middle}} | X_1 = \{x_{\text{right}}\}) \\
   \neq p(x_2 = x_{\text{left}} | X_1 = \{x_{\text{right}}\}) \\
   \Rightarrow p(x_2 = x_{\text{middle}} | X_1 = \{x_{\text{right}}\}) \\
   \neq 0.5 = p(x_2 = x_{\text{right}} | X_1 = \{x_{\text{middle}}\})
\end{align*}
\]
This shows that order is relevant for greedy sampling and that we can thus not apply the chain rule and that in general a k-DPP and greedy sampling do not provide the same samples in general.

### 2.2.2 How To Make the Chain Rule Applicable

Although it comes with challenges to use the chain rule for DPPs in a valid way, there are several approaches to realize that. Firstly, one could simply use a projection kernel. The orthogonal property of these kernels fulfills the condition, that the order of selection of points is indeed irrelevant (Gautier, 2019).

However, sometimes non-orthogonal kernels are needed. In that case, there is also a way to make use of the chain rule which is used in the spectral method (see Subsec. 1.1.7). Although the algorithm described by Gautier et al. (2019) is a correct and helpful procedure to make it possible to apply the chain rule even for non-orthogonal kernels, it requires an eigenvalue decomposition. With that, its run time is again cubically depending on the domain size. Especially in the case of a continuous domain this is a problem (one has to choose a grid trading off the accuracy of results and the size/run time).

To draw a conclusion, the initial problem to find an exact and fast DPP sampler is yet not solved. Therefore, we will discuss in the next chapter whether we can find guarantees for the algorithm from Hennig and Garnett (2018) and look for different approaches to find informative samples.
Chapter 3

Our Approaches for Finding Guarantees for Greedy Sampling

The greedy sampling algorithm proposed by Hennig and Garnett (2018) does not exactly draw DPP samples. Yet, it might be possible to find statements about how much it deviates from the optimal DPP solution. Here, we point out three major approaches for finding such statements. The core idea is always to take a procedure of with known relations to a DPP (how close it is to a DPP) and then figure out, how it is connected to the greedy sampling algorithm. Therefore, we will now look at procedures about which we know the relation to DPPs and which seem like having similar key characteristics as greedy sampling to finally derive a connection between DPPs and greedy sampling. Because there are many procedures that one could take into account, Figure 3.1 provides a graphical scheme to receive an overview of the different approaches we analyzed in this thesis. Ultimately, the only approach that provides guarantees for greedy sampling originates from a greedy entropy maximization algorithm, these guarantees are hard to interpret. In the following sections, we will present three approaches we considered in more detail.

3.1 On the Cholesky-Based Method

The Cholesky-based method (CBM) is an exact DPP sampling procedure (see Subsec. 1.1.7). Therefore, knowing the relation to greedy sampling was very helpful as it was an immediate relation to a DPP.

The cause why one could think in the first place, that the CBM and greedy sampling are somewhat significantly connected, are structural and probabilistic similarities: First of all, both procedures work iteratively. Both of them sample the next point according to the already sampled points using the chain rule.

Having said this, there are great differences: The CBM does for instance not iterate according to the probabilities of the points in $X$ but iterates through the whole domain. With that, it also rejects points such that for $x_i$ it is not only relevant which points have been taken, but also which have been rejected so far. Finally, the product determining $p(X)$ contains every point in $X$. With that, the procedure is order-invariant and thus the chain rule is applicable. Because greedy sampling is introduced for continuous domains,
Figure 3.1: Different approaches for generating informative samples that are considered here. The relation between an (infinite) DPP and greedy sampling has to be derived from already known relations. Three of them are analyzed in this thesis with the results summarized in the white boxes.

it can not simply iterate through the whole domain apart from the fact that it is a core characteristic that greedy sampling chooses the next point exactly by the current variance distribution.

With that, greedy sampling can not simply be transferred into a CBM. Apart from that, we know that applying the chain rule is not valid for greedy sampling (see Subsec. 2.2.1). Altogether, the differences between the Cholesky-based method and greedy sampling are so fundamental that it is not possible to derive guarantees from the CBM for greedy sampling.

So far, we have tried to find out, how far the greedy sampling algorithm is away from an exact k-DPP on a structural level. In the next two approaches, in contrast, we will try to find out how far the outcome of greedy sampling is away from an approximating procedure.
3.2 Guarantees for Greedy sampling’s Entropy

As introduced in Section 1.3, we use entropy as a quality measurement of a sample. In this approach, we try to show that there is a guarantee for the relation between DPP entropy and greedy sampling entropy.

3.2.1 The Proof Idea

For this approach, the submodular property of entropy (see Subsec. 1.3.4) is central. From Nemhauser et al. (1978) we know that there is a guarantee about how well a greedy algorithm approximates a monotone submodular function \( f(x) \) in relation to the optimal solution:

\[
    f_{\text{greedy}}(x) \geq (1 - \frac{1}{e}) f_{\text{optimal}}(x).
\]

This guarantee can be applied to our DPP setting when talking about the DPP-sample with the maximal entropy, the mode of the DPP. Then, a greedy maximization of entropy algorithm (Sharma et al., 2015) provides a sample with entropy that is at least \((1 - \frac{1}{e}) f_{\text{DPP}}(x_{\text{mode}})\). However, we are not interested in a single sample but in a distribution of samples - in a sampling setting.

Hence, we aim for a proof that shows that the guarantee proposed by Nemhauser et al. (1978) is transferable to the sampling setting. To do so, we will now derive, what exactly we want to prove.

Let \( \pi_{\text{DPP}} \) and \( \pi \) be policies to select points. \( \pi_{\text{DPP}} \) denotes a DPP, \( \pi \) denotes the policy whose relation to the DPP we are interested in. We can write \( \pi_{\text{DPP}} \) in the form of a probability distribution (see Sec. 1.1):

\[
    \pi_{\text{DPP}}(X) = \frac{\det(K_{XX})}{Z} = \exp(\log(\det(K_{XX})))
\]

Because we are interested in the relation between \( \pi \) and \( \pi_{\text{DPP}} \), we consider the Kullback-Leibler divergence that compares two distributions:

Start with the definition of the Kullback-Leibler divergence:

\[
    D_{KL}(\pi \mid \pi_{\text{DPP}}) = \sum_{X \in \mathcal{X}} \pi(X) \log \left( \frac{\pi(X)}{\pi_{\text{DPP}}(X)} \right)
\]

Split the fraction:

\[
    = \sum_{X \in \mathcal{X}} \pi(X) \log(\pi(X)) - \sum_{X \in \mathcal{X}} \pi(X) \log(\pi_{\text{DPP}}(X))
\]

Use the definition of the Shannon entropy:

\[
    = -H_{k_{X \sim \pi}}(X) - \sum_{X \in \mathcal{X}} \pi(X) \log(\pi_{\text{DPP}}(X))
\]
Use the definition of a DPP and split the fraction:

$$
= -H_{k \sim \pi}[X] - \sum_{X \in \mathcal{X}^k} \pi(X) \log(\det(x)) + \sum_{X \in \mathcal{X}^k} \pi(X) \log(Z)
$$

$$
= -H_{k \sim \pi}[X] - \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))] + \log(Z)
$$

The Kullback-Leibler divergence can only be positive. Thus:

$$
0 \leq -H_{k \sim \pi}[X] - \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))] + \log(Z)
$$

Switch the signs:

$$
0 \geq H_{k \sim \pi}[X] + \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))] - \log(Z)
$$

Rearrange the terms:

$$
\log(Z) \geq H_{k \sim \pi}[X] + \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))]
$$

If \( \pi \) was the same as \( p \) (the strongest statement, in our case), \( D_{KL} \) was 0 and hence, \( \log(Z) = H_{k \sim \pi}[X] + \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))] \). However, because we know that in our case \( \pi \) (greedy sampling) is no DPP, we try to show lower bound guarantees for the term \( H_{k \sim \pi}[X] + \mathbb{E}_{X \sim \pi}[\log(\det(K_{XX}))] =: F(X_{\pi}) \). The idea is to find a lower bound following the proof by Nemhauser et al. (1978). We conducted a proof that realizes that transfer that can be found attached (Greedy Approximation for Monotone Submodular Soft-Maximization). It states in Lemma 2 that

$$
F(X_{\text{greedy}_k}) \leq \left(1 - \frac{1}{e}\right) F(X_{\text{DPP}_k})
$$

with \( X_{\text{greedy}_k} \sim \pi_{\text{greedy}} \) denoting a k-sized sample selected by greedy sampling and \( X_{\text{DPP}_k} \sim \pi_{\text{DPP}} \) a k-DPP sample.

Though that final statement testifies exactly the required property, the proof comes up with some challenges. Firstly, the proof defines a way of understanding greediness that is not shown to be equivalent to the understanding in the greedy sampling that is used here. In fact, the third section in the attached proof document outlines the proof idea such that we account that equivalence to be plausible.

Secondly, the proof does not exactly show that relation for policies that generate sets but lists. This is relevant because when talking about entropy (which is to some extent average information content), the order in which points are selected also contains information. For now, we will proceed considering lists. Because our proof also includes the extension to sets, we will also consider that setting later in this Subsection.

Thirdly, Nemhauser et al. (1978) assume that the function that is to be maximized is monotone (nondecreasing). That property is also required for \( \log(\det(K_{XX})) \) in our proof though we did not yet show that it is fulfilled. That is why the next subsection will investigate how the assumptions the proof makes can be satisfied and what possible modifications do to the guarantee and its meaning.
Figure 3.2: Entropies of different samples with size $k = 10$ before and after scaling. Good sample: evenly distributed points. Bad sample: neighbor points. Worst-case sample: the same point selected ten times. $\mathbf{X}$ is a set of 50 evenly distributed number within $[-4, 4]$. Noise $\Lambda = 0.0001$ was added onto the diagonal.

3.2.2 Monotonicity of Entropy

As stated in Subsection 1.3.4, entropy is not necessarily monotone increasing with respect to sample size. Therefore, we will now point out two ways to guarantee monotonicity of $\log(\det(K_{XX}))$ and make the proof still work.

Ensure Monotonicity by Scaling Up the Kernel Matrix

A central insight for this approach is that

$$\det(A) = \prod_{i=1}^{n} \lambda_i$$

for $A \in \mathbb{R}^{n \times n}$. Because the definition of an eigenvalue $\lambda$ for an eigenvector $v$ is

$$Av = \lambda v$$

it holds for a scaled matrix

$$\alpha Av = \alpha \lambda v$$

meaning that eigenvalues are scaled in the same way as the matrix itself.

Therefore, whenever there exists a minimal eigenvalue $\lambda_{min}$ of a kernel matrix $K_{XX}$, it is possible to guarantee monotonicity for the $\det(K_{XX})$ by scaling $K_{XX}$ with $\lambda_{min}^{-1}$. Sharma et al. (2015) used the same trick in their paper to guarantee the monotonicity of entropy.
However, $K_{XX}$ must be scaled once in a sampling procedure, because updating $\alpha_{\text{monotone}}$ or shorter $\alpha_m$ in each iteration would lead to hardly interpretable guarantees in the end. Thus, we suggest a way to once find the smallest possible eigenvalue and use its inverse for the whole sampling procedure.

For finding the smallest possible eigenvalue we need to find the worst-case sample $X_{\text{worst}}$ and determine $\lambda_{\min}$ for $K_{X_{\text{worst}}X_{\text{worst}}}$. Intuitively, the worst sample that can be selected when aiming for diversity is a sample of $k$ times the same point. Because this is possible neither in DPP nor greedy sampling, we draw on a trick introducing an arbitrary small noise term $\Lambda$ that we add on the diagonal in the kernel matrix $K_{XX}$. That introduces a little additive difference on the so far determined variance. The main effect of that is that $K_{x,x}$ becomes greater than 0, no matter whether $x$ was already selected or not. Then, it is even possible to draw the worst sample containing $x$ $k$ times.

Given that, it is easy to determine $K_{X_{\text{worst}}X_{\text{worst}}} \in \mathbb{R}^{k \times k}$:

$$K_{X_{\text{worst}}X_{\text{worst}}} = \begin{pmatrix}
\Lambda & 1 & \ldots & 1 \\
1 & \Lambda & \ldots & 1 \\
\ldots & \ldots & \ldots & \ldots \\
1 & 1 & \ldots & \Lambda
\end{pmatrix}$$

Because we know $K_{X_{\text{worst}}X_{\text{worst}}}$ so exactly, deriving $\alpha_m = \lambda_{k}^{-1} = \lambda_{\min}^{-1}$ is easy. Then it holds that $\log(\det(\alpha_m K_{XX}))$ is monotone decreasing with respect to the sample size until it reaches $k$. To be exact, we have not shown that the smallest eigenvalue of $K_{X_{\text{worst}}X_{\text{worst}}}$ is indeed the smallest eigenvalue from all possible sets. However, even if the smallest possible eigenvalue had to be computed differently, let $\alpha_m = \lambda_{\min}^{-1}$ for the smallest possible eigenvalue. Then, $\det(K_{X_iX_i})$ receives a new factor in every iteration that is greater than 1 which makes $\log(\det(K_{X_iX_i}))$ receive a positive additive term in each iteration. Then, with respect to $i \log(\det(\alpha_m K_{XX}))$ is a monotone function.

The question that remains open, is, whether this way of ensuring monotonicity solely changes the eigenvalues or also the distributions such that the guarantees can not be applied to the original context.

First of all: the noise term added to the matrix of course changes the probabilities of points and samples to be selected. However, it can be chosen arbitrarily small such that one should be aware of its potential effect but it should not play such a big role in practice.

Furthermore, scaling up the matrix does, at least for a $k$-DPP and greedy sampling not change the point selections: the $k$-DPP maximizes the determinant of $K_{XX}$ that grows linearly with $\alpha_m$. Hence, the selection of points is the same. For "real" DPPs the eigenvalues are bounded by 1 (Kulesza & Taskar, 2012) which is also necessary for the computation of the expected sample size (see Subsec. 1.1.3 or 1.1.3).
The greedy sampling algorithm selects \( x_i \) proportionally to its variance that is in the scaled case computed with

\[
V_i(x) = \alpha_m K_{xx} - \alpha_m K_{xx_{1:i-1}} \alpha_m K_{XX_{1:i-1}}^{-1} \alpha_m K_{X_{1:i-1}x}
\]

which is

\[
V_i(x) = \alpha_m K_{xx} - \alpha_m K_{xx_{1:i-1}} K_{XX_{1:i-1}}^{-1} K_{X_{1:i-1}x}
\]

such that \( V_i(x) \) also depends linearly on alpha. Because \( \alpha_m \) is the same for every \( x \), the proportionality factor increases with \( \alpha_m \) but the point selection is the same as for an unscaled kernel matrix. In conclusion, the two procedures we are focusing on, choose the same points as in the non-scaled case.

With that, the proof that extends guarantees on entropy in the deterministic samples to the sampling setting works if we scale the kernel matrix. Yet, it is not clear whether the guarantee is also still meaningful. Mathematically, it looks a bit different:

\[
\log(\det(\alpha_m(K_{X_{GS}X_{GS}} + \Lambda))) \geq (1 - \frac{1}{e}) \log(\det(\alpha_m(K_{X_{DPP}X_{DPP}} + \Lambda)))
\]

\[
\log(\det(K_{X_{GS}X_{GS}} + \Lambda) + \log(\alpha_m)) \geq (1 - \frac{1}{e}) \log(\det(K_{X_{DPP}X_{DPP}} + \Lambda)) + (1 - \frac{1}{e}) \log(\alpha_m)
\]

\[
\log(\det(\alpha_m(K_{X_{GS}X_{GS}} + \Lambda))) \geq (1 - \frac{1}{e}) \log(\det(K_{X_{DPP}X_{DPP}} + \Lambda)) - \frac{1}{e} \log(\alpha_m)
\]

Depending on \( k \) and \( \Lambda \log(\alpha_m) \) could be such a big term that the guarantee is not a strong statement anymore. However, if \( \alpha_m \in [0, 1] \) (that happens if \( \lambda_{\min} > 1 \)) then \( \log(\alpha_m) < 0 \) such that the guarantee becomes even stronger. Either way, if the proof holds, we had a lower bound of the entropy of greedy sampling samples in the first place. One more advantage of this guarantee is that we exactly know \( \alpha_m \) and could hence interpret the guarantee for a certain case better. On that point, it is questionable why the guarantees change with scalars of the kernel matrix whereas the point selection is not influenced by \( \alpha_m \). Why should the unscaled entropy of the samples change then? Questions regarding comparing entropies with different scalars are addressed in the next subsection.
Ratio Scala for Entropies

In the proceeding section, it was shown that for one policy $\pi$ there can be found different entropy guarantees depending on the scalar in front of the kernel matrix $K_{XX}$ characterizing $\pi$. However, scaling the kernel matrix does not change the point selection. Thus, the guarantees for entropy we considered so far are either not meaningful in general, or there has to be found a scaling level that makes interpretations possible.

Talking in levels of measurement, the guarantees we are interested in, require a ratio scale which, in turn, requires an absolute zero. The choice of a meaningful absolute zero is (just as in our case) arguable. Here, a factor $\alpha_0$ such that $\log(\det(\alpha_0 K_{XX}))$ is plausible to be an absolute zero is needed. We therefore suggest $\alpha_0$ to be the factor such that

$$\log(\det(\alpha_0 K_{X_{\text{worst}}X_{\text{worst}}})) = 0.$$

$$\log(\det(\alpha_0 K_{X_{\text{worst}}X_{\text{worst}}})) = 0 \iff \det(\alpha_0 K_{X_{\text{worst}}X_{\text{worst}}}) = 1$$

$$\iff \alpha^k \det(\alpha_0 K_{X_{\text{worst}}X_{\text{worst}}}) = 1$$

$$\iff \alpha^k \prod_{i=1}^{k} \lambda_i = 1$$

$$\iff \alpha\left(\frac{1}{\prod_{i=1}^{k} \lambda_i}\right)^{\frac{1}{k}}$$

However, one could argue that this choice of $\alpha_0$ is not reasonable. For instance, for an empty set $X_\emptyset = \{\}$, the $\log(\det(K_{X_\emptyset}))$ is 0, just as $\log(\det(K_{X_{\text{worst}}X_{\text{worst}}}))$ though $X_{\text{worst}}$ obviously contains more information than $X_\emptyset$. Thus, $\alpha_0$ might actually be better chosen greater. In turn, this argument does not hold because the required comparison should be interpretable for samples with size $k \neq 0$. Arguing with the empty set is hence not valid. Still, $\alpha_0$ could be chosen differently. For instance, one could use the reference to ”normal” DPPs whose eigenvalues are always between 0 and 1 and find $\alpha_0$ such that the eigenvalues of $K_X$ are between 0 and 1 for any sample $X$ with $|X| = k$. Then, however, the log-determinant of the kernel matrix would not be monotone anymore and, with increasing $k$ possibly even become negative which might not be a good property for $\alpha_0$.

Extension for Sets

As stated above, the $(1 - \frac{1}{e})$-ratio guarantee could also be shown if we sample sets instead of lists. However, our proof only works if not only the monotonicity of entropy but even a slope of $\frac{1}{k} \log(k!)$ has to be guaranteed. To ensure that, the kernel matrix has to be scaled up by $\alpha_{\text{slope}} = \frac{k^{1\frac{1}{2}}}{\lambda_{\text{min}}}$ with $\lambda_{\text{min}}$ being the smallest possible eigenvalue. Again, the questions of the interpretability of the ratio guarantee and the back transfer have to be clarified.

In conclusion, scaling the kernel matrix can ensure the required properties of entropy but also comes with new questions. Therefore, we will now look into another approach.
to treat the lack of monotonicity of entropy using a different concept which is a priori monotone.

**Use Information Gain Instead**

The idea behind using information gain is to find another function $F$ that has a similar meaning to entropy but more convenient mathematical properties. Just like entropy, information gain indicates something about the informativeness of points in a sample but is both submodular and monotone increasing. Note that we only ensure monotonicity and not a certain slope which is required for making the proof for sets valid. Therefore, with this new approach, we can only validate the proof guaranteeing a certain quality of lists drawn by greedy sampling.

According to Srinivas et al. (2009), information gain is defined as the reduction of uncertainty about a function $f$ the algorithm aims to learn by sampling and evaluating a new point:

$$IG_i(y_{X_i}, f) = h(y_{X_i}) - h(y_{X_i} \mid f).$$

Here, $y_{X_i}$ denotes what is known about the function in iteration $i$: $y_{X_i} = f_{X_i} + \epsilon_{X_i}$ where $f_{X_i} = \{f(x)\}_{x \in X_i}$ and $\epsilon_{X_i}$ is an error following a Gaussian distribution $N(0, \sigma^2 I)$. $h$ denotes the differential entropy. Because all $y_{X_i}$ together form a multidimensional Gaussian distribution, the formula to compute information gain is

$$IG_i(y_{X_i}, f) = \frac{1}{2} \log(\det(I + \sigma^{-2} K_{X_i X_i}))$$

where $I$ stands for the identity matrix and $K_{X_i X_i}$ for the kernel matrix of sample $X_i$ (Srinivas et al., 2009).

Looking at the formula for information gain reveals that information gain also has mathematical similarities to entropy because it also contains $\log(\det(K_{XX}))$ with a $\sigma$-scaled kernel matrix. However, the noise Term $I$ is a relevant difference that affects the point selection of a greedy maximization algorithm for information gain. Thus, statements that hold for such a greedy (sampling) algorithm might not be generally transferable on greedy (sampling) maximization of entropy. Therefore, deriving guarantees for information gain maximization might not be of any help to find guarantees for the greedy sampling algorithm we consider here.

Altogether, the approach to finding a guarantee for the entropy of samples generated by greedy sampling leads to some guarantees that might actually not be interpretable. However, we considered one more approach to transfer known guarantees on greedy sampling.
3.3 On a Weak Greedy Max-Dist Algorithm

In their paper, Kanagawa and Hennig (2019) introduced the concept of weak adaptivity in the context of adaptive Bayesian quadrature. They suggest an algorithm that is, just as greedy sampling, iterative and that tries to select points in a reproducing kernel Hilbert space (RKHS) such that the very same is covered by the selected points as good as possible. Seeing it from a different perspective, that is just the same as aiming for the most diverse sample.

Kanagawa and Hennig (2019) provide guarantees about the distance between the spanned space of all points selected so far and the point that is most far away. If we find a connection between both concepts like distance and the farthermost point and the procedures of the two algorithms it might be possible to transfer insights from Kanagawa and Hennig (2019) to our setting. Therefore, we will now describe the algorithm for maximum fill distance and afterward, look into parallels to greedy sampling.

3.3.1 Weak Greedy Algorithm

Let $\mathbb{H} \subset \mathcal{H}$ be a subset of the RKHS $\mathcal{H}$. Moreover, let $\mathcal{X}$ be the domain from which the algorithm picks points. It aims to choose points such as their projection into $\mathbb{H}$ cover the very same as good as possible. To do that, the concept of a subspace $S_n$ for a sample of points in the RKHS $H_n = \{h_1, \ldots, h_n\}$ with

$$S_n := \text{span}(H_n)$$

is used (Buffa et al., 2012; DeVore et al., 2013; Hennig & Garnett, 2018). Based on that the distance between a point $h$ and a subspace $S_n$ is defined as

$$\text{dist}(h, S_n) := \inf_{g \in S_n} \|h - g\|$$

which is exactly the distance between $h$ and its orthogonal projection onto the subspace $H_n$. With that, the worst-case error $e_n$ can be defined by

$$e_n(\mathbb{H}) := \sup_{h \in \mathbb{H}} \text{dist}(h, S_n).$$

The algorithm aims for minimizing $e_n$ which is the same as approximating $\mathbb{H}$ well. To do so, in each iteration $i > 0$ the next point $h_{i+1} \in \mathbb{H}$ is chosen such that

$$\text{dist}(h_{i+1}, S_i) \geq \gamma \sup_{h \in \mathbb{H}} \text{dist}(h, S_i)$$

where $S_i$ stands for the span of the so far generated points. For the start, $h_1$ is chosen such that $\|h_1\| \geq \gamma \sup_{h \in \mathbb{H}}$. $\gamma \in [0, 1]$ is what makes this algorithm weak greedy. For $\gamma = 1$ the algorithm is a pure greedy algorithm. For $\gamma \in [0, 1]$ in contrast, the algorithm is "satisfied" faster and not as strict about finding the current optimal next point.

Kanagawa and Hennig (2019) finally (after showing/considering several properties of their setting) find guarantees for the worst-case error after $n$ iterations. In the next paragraph, we will try to link their procedure to the algorithm by Hennig and Garnett (2018).
3.3.2 Connection to Greedy sampling

Roughly speaking, in the case of greedy sampling, the algorithm aims to learn a function $f(x)$ of which it becomes more certain with each iteration. However, it will never learn the whole function so well that it is sure about every function value $f(x) \forall x \in \mathbb{X}$. On its way, it samples points according to how uncertain it is about its function value. The weak greedy algorithm from Kanagawa and Hennig (2019) aims to find a subset $H \in \mathbb{X}$ such that $H$ is approximated as well as possible. Similarly to the setting of greedy sampling, it will not exactly describe $H$ in the end but it chooses the next point by looking at its projections’ distance to the projection of the currently selected points which can be seen as a type of uncertainty about $H$. By regulating the factor $\gamma$, it can be decided how greedy the algorithm is.

Even if there might be key similarities, there is the major difference between these two approaches that the weak greedy algorithm is deterministic, unlike greedy sampling. Therefore, we suggest a modification to make the weak greedy algorithm non-deterministic.

Non-Deterministic Modification of the Weak Greedy Algorithm

For making the transfer of assertions on the deterministic approach onto greedy sampling possible we need to add a sampling step in the deterministic algorithm. In greedy sampling, the step that introduces uncertainty is generating a random number $u \in [0,1]$ that determines the next point $x_i$ with the condition $P(x_i) = u$. Our idea is to sample $\gamma$ (or more exactly $\gamma^2$ (see Subsec. 3.3.3) uniformly which determines how greedy the algorithm is in each iteration and thus, what point is chosen next.

In Kanagawa and Hennig (2019), the greedy selection of the next point is chosen with

$$\text{dist}(h_{i+1}, S_i) \geq \gamma \sup_{h \in \mathbb{H}} \text{dist}(h, S_i)$$

$$\Leftrightarrow \text{dist}(h_{i+1}, S_i)^2 \geq \gamma^2 \sup_{h \in \mathbb{H}} \text{dist}^2(h, S_i)$$

because dist is always positive and can be calculated with

$$\text{dist}^2(h_x, S_i) = q^2(x)V_i(x).$$

$V_i$ again denotes the GP posterior variance function given by

$$V_i(x) = v(x, x) = k(x, x) - K_{x_i}^T K_{x_i} K_{x x_i}.$$  

$q^2(x)$ denotes a proposal density that we set 1 for our purposes. Taking that together, the algorithm chooses the next point such that

$$V_i(x_{i+1}) \geq \gamma^2 \sup_{x \in \mathbb{X}} V_i(x).$$

So far, the selection of points seems very similar. Because we know that $\gamma^2$ is sampled randomly, we can use guarantees containing $\gamma^2$ using the expectation value for $\gamma^2$ instead. Having said this, it remains to be shown that selecting $u$ and $\gamma^2$ randomly end up in the same selection of points. We found this to be unsuccessful, unfortunately. In the next subsection, we will describe why sampling $\gamma^2$ and $u$ uniformly do not amount to the same thing.
3.3.3 Why Is the Weak Greedy Algorithm not Similar Enough?

For the next point \( x_i \), the weak greedy algorithm selects a point whose variance is at least \( \gamma^2 \sup_{x \in X} V_i(x) \). Let us consider only the worst-case in which \( x_i \) is the point whose variance is exactly \( \gamma^2 \sup_{x \in X} V_i(x) \) (that is only possible if \( X \) is dense) which we assume for now. Then, \( \gamma^2 \) can be expressed as

\[
\gamma^2 = \frac{V_i(x_i)}{\sup_{x \in X} V_i(x)}
\]

which can be seen as a measure of quality for \( x_i \) which is always in \([0, 1]\). For \( \gamma^2 = 1 \), \( x_i \) is the best possible point. For \( \gamma^2 \) that is close to zero \( x_i \) is not very distant and does not come with much new information.

A difference between \( \gamma^2 \) and \( u \) is that \( u \) is not connected to a certain meaning. One can not predict according to its value, whether \( x_i \) will be more or less informative. We solely know that the choice of \( x_i \) will in the end be proportional to its current variance. However, that alone does not mean that these two procedures are not equivalent - if in the modified weak greedy algorithm this proportionality was ensured in a different way, equivalence could still be shown. What is the core of the problem is that \( \gamma^2 \) determines \( p(x_i) \) - a probability density function value (if the values would be normalized such that their sum/integral equals one). \( u \), in contrast, determines \( P(x_i) \) - a cumulative distribution function value. Thus, to find equivalence, it might be necessary to integrate deviate on one or the other side which later also has to be transferred onto the guarantee such that it is still interpretable.

We did not follow these further thoughts in this thesis. However, maybe there is a potential to find an actual exact equivalence between these two procedures that reveals new information on greedy sampling.
Altogether, we considered mainly two ways of generating diverse samples of size $k$ in this thesis. Regarding entropy, $k$-DPPs constitute the optimal solution because they maximize the determinant of the sample’s kernel matrix while providing diversity between samples at the same time. Another approach is the greedy sampling algorithm introduced by Hennig and Garnett (2018). It is faster - especially for large domains - and generates both informative but also diverse samples. However, it is not quite as good as a real $k$-DPP - roughly speaking, because its choice of points is not order-invariant. Here, we tried several ways of finding out how the relation between DPPs and greedy sampling can be exactly described.

Finally, we found a guarantee derived from a greedy maximization of entropy algorithm (Sharma et al., 2015). To be exact, the proof presented here only shows that for lists. Yet, to apply this list-specific guarantee the kernel matrix must be scaled up with $\alpha_m = \lambda_{\min}^{-1}$ such that the logarithmic determinant of the kernel matrix of any sample is monotone increasing with respect to the sample size. Considering sets, an even greater scaling factor was necessary. Scaling up the kernel matrix makes it harder to interpret the guarantees which leads to the question of under what conditions such relational statements can be interpreted in the first place. That question should also be asked for guarantees in the existing literature. To make a ratio guarantee meaningful a ratio scale is needed, which again needs an absolute zero. We suggest as an absolute zero a $\alpha_0$-scaled kernel matrix with $\alpha_0 = \frac{1}{\det(K_{X_{worst}})}$ such that the determinant of any samples’ kernel matrix (any principal submatrix) is positive. Yet, it is not clear how to transfer guarantees on a $\alpha_m$-scaled kernel matrix to a guarantee on an $\alpha_m$-scaled kernel matrix. In their paper, Sharma et al. (2015) included such a transfer ”back” to an unscaled matrix that might be helpful to deal with this challenge in future work.

The second approach attempted to establish an equivalence between a weak greedy algorithm maximizing fill-distance (Kanagawa & Hennig, 2019) and greedy sampling. The idea was that covering a space and finding diverse, well-distributed samples could be aims that are similar enough such that guarantees on one can be transferred to the other. However, there was no link providing equivalence between these two procedures found.

Djolonga et al. (2018) derive different guarantees on log-submodular greedy maximization that we could not apply because there were requirements on the function of interest that we could not show to be true for entropy.
Drawing an overall conclusion, we found different ways to approach greedy sampling and its relation to DPPs. One way provided guarantees of whose meaningfulness we are not sure yet. Nevertheless, knowing more about this relation would be helpful as greedy sampling offers informative and fast samples. Thus, thoughts to clarify how close greedy sampling and DPPs are both needed and well invested.
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Abstract

Finding the maximum of a monotone submodular set function is NP-hard, but the greedy approach is known to be an \((1 - 1/e)\)-approximation. Here, we consider a greedy approach to sample from the softmax of monotone submodular set function and show that a probabilistic version of the \((1 - 1/e)\)-approximation guarantee also holds in this setting. We apply the derived guarantees to an approximate sampling algorithm in [HG16] for finite, fixed sized determinantal point processes.

1 Montone Submodular Maximization

Let \(E\) be a finite set of items, and for \(S \subseteq E\), let \(f(S)\) give the value of subset \(S\). Suppose that \(f(\emptyset) = 0\) and that \(f\) is monotone and submodular, i.e.

- For any \(S\) and \(T\) with \(S \subseteq T \subseteq E\), \(f(S) \leq f(T)\)
- For any \(S, T \subseteq E\), \(f(S) + f(T) \geq f(S \cup T) + f(S \cap T)\)

Let \(\mathcal{E} = \{S \subseteq E| |S| = k\}\) be the set of all \(k\)-element subsets of \(E\). The monotone submodular maximization problem consists in finding \(O \in \mathcal{E}\) that maximizes the function \(f\):

\[
O = \arg\max_{S \in \mathcal{E}} f(S)
\]

The problem is known to be NP-hard. A policy for this optimization problem is a function \(\pi: \mathcal{P}(E) \mapsto E\) that maps the elements \(S_{1:t-1}\) selected in steps \(t = 1, \ldots, k\) to the next choice \(s_t\): \(\pi(S_{1:t-1}) = s_t\).

We use the slicing notation \(S_{i:j}\) to denote the elements selected in steps \(i, i+1, \ldots, j\). For \(j < i\), \(S_{i:j} = \emptyset\).

The most common choice for a policy is the greedy strategy that maximizes the marginal gain \(\Delta_f(s_t|S_{1:t-1}) = f(S_{1:t-1} \cup \{s_t\}) - f(S_{1:t-1})\) in each step:

\[
\pi_{\text{greedy}}(S_{1:t-1}) = \arg\max_{s_t \in E \setminus S_{1:t-1}} \Delta_f(S_{1:t-1} \cup \{s_t\})
\]

for \(t = 1, \ldots, k\). [NWF78] show that the subset \(G\) returned by greedy algorithm \(\pi_{\text{greedy}}\) achieves a function values that is at least \((1 - 1/e)\) the optimal one:

\[
f(G) \geq (1 - 1/e)f(O).
\]

Additionally, [Fei98] show that there is no polynomial time algorithm in general that can do better than this, unless \(P = NP\).

2 Monotone Submodular Softmaximization

Instead of the "hard" maximization problem from above, we know consider a soft version of the problem. There, we do not want to select a single optimal subset, but sample subsets such that better subsets appear with larger probability. Formally, we consider a random variable \(O\) over the discrete probability space \((\mathcal{E}, 2^\mathcal{E}, P)\) with probability mass function \(P\) given by

\[
P_{\text{opt}}(O = \{e_1, \ldots, e_k\}) = \frac{\exp f(\{e_1, \ldots, e_k\})}{\sum_{S \in \mathcal{E}} \exp f(S)}
\]
and known as the soft(\text{arg})max. Instead of deterministic strategies, we now consider stochastic policies.

Since we want to allow for sequential sampling strategies, we define a policy \( \pi \) over a product probability space \((E^k, 2^{E^k}, \pi)\):

\[
\pi(S_{1:k} = (e_1, ..., e_k)) = \pi(S_1 = e_1) \prod_{i=2}^{k} \pi(S_i = e_i|S_{1:i-1} = (e_1, ..., e_{i-1}))
\]

Every sequential policy \( \pi \) induces a random variable \( S \) over the discrete probability space \((E, 2^E, P_\pi)\), where \( P_\pi \) is obtained by summing over all permutations \( \text{perm}(S) \) of the elements in a set \( S \):

\[
P_\pi(S = S) = \sum_{S' \in \text{perm}(S)} \pi(S_{1:k} = S')
\]

We say that a policy \( \pi_{\text{opt}} \) is optimal if and only if \( P_{\pi_{\text{opt}}} = P_{\text{opt}} \). For an optimal policy, there is a corresponding variational characterization given by

\[
\pi_{\text{opt}} = \arg\max_\pi E_{S \sim P_\pi} f(S) + \mathcal{H}(P_\pi)
\]

where \( \mathcal{H}(p_\pi) := - \sum_{S \in E} p_\pi(S) \log p_\pi(S) \) is the Shannon entropy and \( E_{S \sim P_\pi} f(S) \) is the expected value of the objective value \( f \) of the sampled subsets. To see this, consider the Kullback-Leibler divergence between \( P_\pi \) and \( P_{\text{opt}} \):

\[
D_{KL}(P_\pi||P_{\text{opt}}) = \sum_{S \in E} P_\pi(S) \log \left( \frac{P_\pi(S)}{P_{\text{opt}}(S)} \right)
\]

\[
= \sum_{S \in E} P_\pi(S) \log \left( \frac{P_\pi(S)}{P_{\text{opt}}(S)} \right) - \sum_{S \in E} P_\pi(S) \log \left( P_{\text{opt}}(S) \right)
\]

\[
= \sum_{S \in E} P_\pi(S) \log \left( P_\pi(S) \right) - \sum_{S \in E} P_\pi(S) \log \left( \frac{\exp(f(S))}{Z} \right) \quad \text{where } Z := \sum_{S \in E} \exp(f(S))
\]

\[
= -\mathcal{H}(P_\pi) - E_{S \sim P_\pi} f(S) + \log Z
\]

and note that \( \pi_{\text{opt}} \) achieves the minimum \( D_{KL}(P_{\pi_{\text{opt}}}||P_{\text{opt}}) = 0 \) per definition of optimality.

Since \( F(\pi) := E_{S \sim P_\pi} f(S) + \mathcal{H}(P_\pi) \) is maximized by the optimal policy, we will derive approximation guarantees regarding \( F \) and not regarding \( f \) as in the previous section.

For (conditional) entropies and the expected values, we introduce the following notation:

For \( S_{1:k} \sim \pi \),

\[
\mathcal{H}(S_{1:k}) = - \sum_{S_{1:k} \in E^k} \pi(S_{1:k}) \log \pi(S_{1:k})
\]

\[
\mathcal{H}(S_i|S_{1:i-1} = S_{1:i-1}) = - \sum_{S_i \in E} \pi(S_i|S_{1:i-1}) \log \pi(S_i|S_{1:i-1})
\]

\[
\mathcal{H}(S_i|S_{1:i-1}) = - \sum_{S_{1:i} \in E^i} \pi(S_{1:i}) \log \pi(S_{1:i})
\]

\[
E_{S_{1:k}}[f(S_{1:k})] = \sum_{S_{1:k} \in E^k} \pi(S_{1:k}) f(S_{1:k})
\]

\[
E_{S_i|S_{1:i-1}}[f(S_{1:i})] = \sum_{S_{1:i} \in E^i} \pi(S_{1:i}|S_{1:i-1}) f(S_{1:k})
\]

\[
F(S_{1:k}) = E_{S_{1:k}}[f(S_{1:k})] + \mathcal{H}(S_{1:k})
\]

In general, \( \mathcal{H}(S_{1:k}) \neq \mathcal{H}(P_\pi) \) and thereby \( F(S_{1:k}) \neq F(\pi) \). The chain rule for the entropy is

\[
\mathcal{H}(S_{1:k}) = \sum_{i=1}^{k} \mathcal{H}(S_i|S_{1:i-1})
\]
2.1 Greedy sampling

The greedy policy $\pi_{\text{greedy}}$ is defined by the following rule: For all $S_{1:i} \in E^i$:

$$\pi_{\text{greedy}}(S_i = S_i | S_{1:i-1} = S_{1:i-1}) = \arg \max_{\pi(S_i = S_i | S_{1:i-1} = S_{1:i-1})} \mathbb{E}_{S_i} [f(S_{1:i}) - f(S_{1:i-1})] + \mathcal{H}(S_i | S_{1:i-1} = S_{1:i-1})$$

2.2 Theoretical analysis

**Lemma 1:**
Consider two independent random variables $G_{1:k} \sim \pi_{\text{greedy}}$ and $O_{1:k} \sim \pi$ for an arbitrary policy $\pi$.

In each iteration $i = 0, ..., k - 1$, we have

$$F(O_{1:k}) \leq \mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) \right] + k \left[ \mathbb{E}_{G_{i+1}} [f(G_{1:i+1})] - \mathbb{E}_{G_{1:i}} [f(G_{1:i})] + \mathcal{H}(G_{i+1} | G_{1:i}) \right]$$

**Proof of Lemma 1:**

- definition of $F$:
  $$F(O_{1:k})$$

- $f$ is monotone:
  $$\leq \mathbb{E}_{O_{1:k}} [f(O_{1:k})] + \mathcal{H}(O_{1:k})$$

- telescoping sum:
  $$\leq \mathbb{E}_{O_{1:k}G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} f(G_{1:i} \cup O_{1:j}) - f(G_{1:i} \cup O_{1:j-1}) \right] + \mathcal{H}(O_{1:k})$$

- $f$ is submodular:
  $$\leq \mathbb{E}_{O_{1:k}G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} f(G_{1:i} \cup O_{j}) - f(G_{1:i}) \right] + \mathcal{H}(O_{1:k})$$

- entropy chain rule:
  $$\leq \mathbb{E}_{O_{1:k}G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} \mathbb{E}_{O_{j}} [f(G_{1:i} \cup O_{j}) - f(G_{1:i})] + \mathcal{H}(O_{j}) \right]$$

- cond. can only decrease entropy:
  $$\leq \mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} \mathbb{E}_{O_{j}} [f(G_{1:i} \cup O_{j}) - f(G_{1:i})] + \mathcal{H}(O_{j}) \right]$$

- summarize:
  $$\mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} \mathbb{E}_{O_{j}} [f(G_{1:i} \cup O_{j}) - f(G_{1:i})] + \mathcal{H}(O_{j}) \right]$$

- $G,O$ indep.:
  $$\mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} \mathbb{E}_{O_{j}} [f(G_{1:i} \cup O_{j}) - f(G_{1:i})] + \mathcal{H}(O_{j} | G_{1:i} = G_{1:i}) \right]$$

- greedyness:
  $$\leq \mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + \sum_{j=1}^{k} \mathbb{E}_{G_{i+1}} [f(G_{1:i} \cup G_{i+1}) - f(G_{1:i})] + \mathcal{H}(G_{i+1} | G_{1:i} = G_{1:i}) \right]$$

- summarize:
  $$\mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + k \left[ \mathbb{E}_{G_{i+1}} [f(G_{1:i+1})] - \mathbb{E}_{G_{1:i}} [f(G_{1:i})] + \mathcal{H}(G_{i+1} | G_{1:i}) \right] \right]$$

**Lemma 2:**
Consider two independent random variables $G_{1:k} \sim \pi_{\text{greedy}}$ and $O_{1:k} \sim \pi$ for an arbitrary policy $\pi$.

We have

$$(1 - 1/e)F(O_{1:k}) \leq F(G_{1:k})$$

**Proof of Lemma 2:**

By rearranging the terms from Lemma 1

$$F(O_{1:k}) \leq \mathbb{E}_{G_{1:i}} \left[ f(G_{1:i}) + k \left[ \mathbb{E}_{G_{i+1}} [f(G_{1:i+1})] - \mathbb{E}_{G_{1:i}} [f(G_{1:i})] + \mathcal{H}(G_{i+1} | G_{1:i}) \right] \right]$$
we get

\[ F(O_{1:k}) - \mathbb{E}_{G_{1:k}}[f(G_{1:k})] \leq \left( 1 - \frac{1}{k} \right) \left[ F(O_{1:k}) - \mathbb{E}_{G_{1:k}}[f(G_{1:k})] \right] + \mathcal{H}(G_{1:k} | G_{1:1}) \]

By induction over \( i \), we have

\[ F(O_{1:k}) - \mathbb{E}_{G_{1:i}}[f(G_{1:i})] \leq \left( 1 - \frac{1}{k} \right)^i \left[ F(O_{1:k}) - \mathbb{E}_{G_{1:i}}[f(G_{1:i})] \right] + \sum_{i=1}^{k} \left( 1 - \frac{1}{k} \right)^{i-1} \mathcal{H}(G_{i} | G_{1:i-1}) \]

Because \( \mathbb{E}_{G_{1:0}}[f(G_{1:0})] = 0 \):

\[ F(O_{1:k}) - \mathbb{E}_{G_{1:i}}[f(G_{1:i})] \leq \left( 1 - \frac{1}{k} \right)^i \left[ F(O_{1:k}) \right] + \sum_{i=1}^{k} \left( 1 - \frac{1}{k} \right)^{i-1} \mathcal{H}(G_{i} | G_{1:i-1}) \]

Because \((1 - 1/k) < 1\) and the entropy chain rule:

\[ F(O_{1:k}) - \mathbb{E}_{G_{1:i}}[f(G_{1:i})] \leq \left( 1 - \frac{1}{k} \right)^i \left[ F(O_{1:k}) \right] + \mathcal{H}(G_{1:k}) \]

Setting \( i = k \) and using the known inequality \( 1 - x \leq e^{-x} \):

\[ F(O_{1:k}) - \mathbb{E}_{G_{2:k}}[f(G_{1:k})] \leq (1/e) \left[ F(O_{1:k}) \right] + \mathcal{H}(G_{1:k}) \]

Rearranging terms and using the definition of \( F \), we get the desired result:

\[ (1 - 1/e)F(O_{1:k}) \leq F(G_{1:k}) \]

**Lemma 3:**
The optimal policy is not uniquely determined due to sampling ordered sequences instead of unordered sets. Let \( \pi_{opt} \) be the optimal policy, that samples all sequences corresponding to the same set equally often:

\[ \forall S \in \mathcal{E} \forall S_{1:k} \in \text{perm}(S) : \pi_{opt}(S_{1:k}) = \pi_{opt}(S_{1:k}) = \frac{1}{k!} \mathcal{P}_{opt}(S) \]

For \( O_{1:k} \sim \pi_{opt} \), we have:

1. \( \mathbb{E}_{O_{1:k}}[f(O_{1:k})] = \mathbb{E}_{O \sim \pi_{opt}}[f(O)] \)
2. \( \mathcal{H}(O_{1:k}) = \mathcal{H}(\mathcal{P}_{opt}) + \log k! \)

For the greedy policy \( G_{1:k} \sim \pi_{greedy} \), there is:

3. \( \mathbb{E}_{G_{1:k}}[f(G_{1:k})] = \mathbb{E}_{G \sim \pi_{greedy}}[f(G)] \)
4. \( \mathcal{H}(G_{1:k}) \leq \mathcal{H}(\mathcal{P}_{\pi_{greedy}}) + \log k! \)

**Proof Lemma 3:**

(1)+(3) \( f \) is a set function, i.e. the order does not matter for \( f \) and thereby also does not matter for expectations of \( f \).
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(4) Consider a joint sample \( S_1 : k \sim \pi_{\text{greedy}} \) and \( S \sim P_{\pi_{\text{greedy}}} \), since \( S \) is fully determined by \( S_1 : k \):

\[
\mathcal{H}(S_1 : k) = \mathcal{H}(S_1 : k, S) = \mathcal{H}(S_1 : k|S) + \mathcal{H}(S)
\]

\( \mathcal{H}(S_1 : k|S) \) is maximized by a uniform order over all permutations, i.e. \( \mathcal{H}(S_1 : k|S) \leq \log k! \)

Theorem 1:
Let \( f \) be a monotone and submodular set function with \( f(\emptyset) = 0 \) and \( \Delta_f(e|S) > (1/k) \log k! \) for all \( S \subset E, e \in E \setminus S \). It holds

\[
(1 - 1/e)F(P_{\text{opt}}) \leq F(P_{\pi_{\text{greedy}}}).
\]

Proof Theorem 1:
Define a new set function \( m(S) := f(S) + l(S) \) with \( l(S) = -|S|/k \log k! \). Due to the properties of \( f \) and \( l \) being a modular function, we still have monotony and submodularity for \( m \) as well as \( m(\emptyset) = 0 \) such that Lemma 3 applies to \( m \), too. The greedy policy \( \pi_{\text{greedy}} \) and the optimal sampling policy with 
uniform order \( \pi_{\text{opt}} \) as defined in Lemma 3 the same for \( m \) and \( f \). Using Lemma 2 and Lemma 3, we 
obtain the result:
3 Application: Sampling from a \( k \) Determinantal Point Process

A \( k \)-DPP on a finite set \( E = \{e_1, \ldots, e_n\} \) (e.g. a grid) is given by

\[
P_{k\text{-DPP}}(S = \{S_1, \ldots, S_k\}) = \frac{\det K_{SS}}{\sum_{S \in \mathcal{E}} \det K_{SS}},
\]

where \( K \) is a positive-semidefinite kernel matrix. To see, that this is an instance of Softmaximization as described in Section 2, choose \( f(S) = \log \det K_{SS} \). The log-determinant of a Gram matrix corresponds to the differential entropy of the Gaussian distribution (up to constants) and is known to be submodular \([KSG08]\).

The approximate sampling algorithm \( \pi_{\text{greedyDPP}} \) suggested in \([HG16]\) consists in sampling the next point \( S_i \) proportionally to the posterior variance:

\[
\pi_{\text{greedyDPP}}(S_i|S_1:i-1) \propto \mathcal{V}_i(S_i) = \begin{cases} 
K_{S_iS_i} & \text{if } i = 1 \\
K_{S_iS_i} - K_{S_iS_{1:i-1}}K_{S_{1:i-1}S_{1:i-1}}K_{S_{1:i-1}S_i} & \text{otherwise}
\end{cases}
\]

**Corollary 1:**

Running the algorithm \( \pi_{\text{greedyDPP}} \) in \([HG16]\) for \( k \) iterations on a finite grid is a \((1 - 1/e)\) approximation for sampling from a \( k \)-DPP.

**Proof Corollary 1:**

First, we show that \( \pi_{\text{greedyDPP}} \) is an instantiation of the greedy sampling algorithm defined in Section 2. It is well known that the differential entropy \( \frac{1}{2} \log 2\pi e \det K_{SS} \) of a Gaussian random variable can be expressed as the sum over the predictive variances \( \mathcal{V}_i(S_i) \):

\[
\frac{1}{2} \log 2\pi e \det K_{SS} = \frac{1}{2} \sum_{i=1}^{k} \log(2\pi e \mathcal{V}_i(S_i))
\]

Removing constants, we get:

\[
f(S) = \log \det K_{SS} = \sum_{i=1}^{k} \log \mathcal{V}_i(S_i)
\]

For the marginal gain, this means:

\[
\Delta_f(S_i|S_{1:i}) = \log \det K_{S_{1:i}S_{1:i}} - \log \det K_{S_{1:i-1}S_{1:i-1}} = \log \mathcal{V}_i(S_i).
\]

This reveals that the policy \( \pi_{\text{greedyDPP}} \) is the softargmax of the marginal gain \( \Delta_f(S_i|S_{1:i}) \):

\[
\pi_{\text{greedyDPP}}(S_i|S_{1:i-1}) = \frac{\exp \Delta_f(S_i|S_{1:i})}{\sum_{S_j \in \mathcal{E}} \exp \Delta_f(S_j|S_{1:i})}
\]

Or equivalently,

\[
\pi_{\text{greedyDPP}}(S_i|S_{1:i-1}) = \arg \max_{\pi} \mathcal{E}_\pi(\Delta_f(S_i|S_{1:i})) + \mathcal{H}(\pi)
\]

by using the variational representation. In order to apply Theorem 1, it has to hold \( \Delta_f(S_i|S_{1:i}) > (1/k) \log k! \). This can always be achieved by scaling \( K \) by a factor of \( \alpha = \frac{k^{\lambda_{\text{min}}}}{\lambda_{\text{min}}} \), where \( \lambda_{\text{min}} \) is the smallest eigenvalue of \( K_{EE} \). Note that scaling by \( \alpha \) neither changes \( \pi_{\text{greedyDPP}} \) nor \( P_{k\text{-DPP}} \). Theorem 1 gives the desired result.

**Remark 2.**

The scaling of \( f \) and thereby of \( F \) may seem arbitrary, but it has the following interpretation: The "natural" zero point is the empty set. Since all marginal gains are positive, no other set can underscore the value of the empty set. The unit difference between two values corresponds to ...
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