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Abstract
Production of referring expressions (the dog, it, Snoopy) is a
complex process regulated by a combination of linguistic and
cognitive constraints. In this paper, we explore the impact of
world knowledge on the types of references speakers produce,
focusing on predictability of event progressions. We argue that
speakers are more likely to use a full noun phrase rather than
drop the subject or use a pronoun when they describe an event
progression they find surprising. In order to avoid the influ-
ence of distributional properties of event descriptions, we cre-
ated an artificial world and trained subjects to recognize typical
collision-event progressions within. Speakers then described
novel scenes, which either conformed to their expectations or
violated them, in a free production experiment. The results re-
veal that unpredictable event progressions lead to a more fre-
quent production of full noun phrases, in contrast to reduced
linguistic expressions (pronouns and null subjects). We con-
clude that speakers choose more informative descriptions to
talk about surprising events.
Keywords: Referring expressions; speech production experi-
ment; event-predictive cognition; ambiguity avoidance; world
knowledge

Introduction
Consider the following pair of sentences (1-2)1:

(1) I put the butterfly wingi on the table j and iti/∗ j broke.

(2) I put the heavy booki on the table j and it∗i/ j broke.
(Davis, 2019)

Each of these sentences contains two potential antecedents
for the pronoun it: the object of the verb put (the buttterfly
wing in (1) or the heavy book in (2)) and the noun phrase the
table inside the prepositional phrase on the table. While syn-
tax allows both binding options iti/ j, each of these sentences
has only one reading that is coherent with our understanding
of how the world normally works: in (1) it refers to the but-
terfly wing and not the table, while in (2) the pronoun it refers
to the table rather than the heavy book. Such structurally par-
allel sentence pairs, known as Winograd Schemas2, show an
effect of semantic content on pronominal disambiguation.

1We use the linguistic notation ∗ j to denote unacceptable co-
indexing. When the noun phrase and the pronoun bear the same
index, it means that they refer to the same object/individual.

2Winograd schemas were first proposed by Terry Winograd as
examples of particularly challenging machine translation problems
(Winograd, 1972) and later turned into a competition by Hector
Levesque (Levesque, 2014). These sentence pairs were designed
to test the power of computational models of language and of world
knowledge.

In this paper, we focus not on the disambiguation process
but rather on the production side, hence, the speaker. We
ask whether a speaker would refrain from producing an am-
biguous sentence, such as (1), and use a full noun phrase the
butterfly wing instead to avoid confusion. We further probe
whether the hypothesized ambiguity avoidance is mediated
by world knowledge—the general patterns of behavior of the
world that are familiar to a person. Such knowledge allows
the speaker to form expectations and leads to differing levels
of surprise when she is confronted with unexpected or new
events (Baldwin & Kosie, 2020; Butz, Achimova, Bilkey, &
Knott, 2021; Kuperberg, 2020). We test whether the pre-
dictability of the referent affects how likely the speaker is to
avoid ambiguity. Assuming that speaker and listener share
background knowledge (such as that a bufferly wing is more
fragile than a table), we ask how likely the speaker is to pro-
duce an ambiguous anaphoric reference as in (1). We fur-
thermore probe whether the speaker factors in how easily a
reduced anaphoric reference can be disambiguated by the lis-
tener. Our results show that world knowledge, operational-
ized as knowledge of common event patterns, affects the pro-
duction of anaphoric references.

Tailoring A Message To The Listener
When speakers need to refer to an object or a person they
have several options to choose from: a definite noun phrase
(3), a pronoun (4) or a null subject (5). While the form in
(5) may not be available in standard English, it is common in
telegraphic speech (Barton, 1998; Haegeman, 2013).

(3) The letter finally arrived today.

(4) It finally arrived today.

(5) Finally arrived today.

A number of linguistic factors potentially affect the choice
of a referential expression. Speakers are less likely to pro-
duce a pronoun if the potential referents for it share relevant
characteristics (Fukumura, van Gompel, Harley, & Pickering,
2011). The authors demonstrated that in a test scenario, if
both male characters in a scene were shown on a horse, par-
ticipants were less likely to describe the event where the first
character got off the horse using a pronoun (“He got off the



horse”), and instead preferred to use a noun phrase. Topical-
ity is another factor that affects the use of reduced referential
expressions: Rohde and Kehler (2014) demonstrated that in
their experiments speakers were more likely to produce pro-
nouns if the referent was the topic. The effect of thematic
roles on reference is less clear: Rosa and Arnold (2017) ar-
gued that thematic roles influence the frequency of producing
a pronoun, while Fukumura and van Gompel (2010) found no
such link.

From a production-centered perspective (for a review see
Jaeger & Buz, 2017), a speaker should choose the referential
expression that is easiest to produce: either a null subject (5)
or a pronoun (4). This effort-saving behavior on the part of
the speaker is mediated by the ability of the listener to in-
fer the actual antecedent from context. If speakers focus on
ease of production, anaphoric reduction should be dominant,
independent of whether it is possible to infer the antecedent
pragmatically.

On the other hand, if speakers focus on comprehension,
they will not use reduced reference in cases where this may
cause the listener problems to infer the correct reference, for
example, in the light of ambiguity that may be introduced by
the reduction. However, Fukumura and van Gompel (2012)
argue that in producing pronouns instead of full noun phrases,
speakers do not account for the knowledge of the listener but
simply rely on their own privileged knowledge. The ability
of the speaker to take into account the interpretability of the
chosen referential expression for the listener has been called
into question in a large body of literature on audience de-
sign and ambiguity avoidance (see Ferreira, 2019, for a re-
view). Speakers have been shown to rarely avoid either lexi-
cal (Ferreira, Slevc, & Rogers, 2005) or structural ambiguity
(Haywood, Pickering, & Branigan, 2005).

At the same time, speakers have been shown to adjust their
description when giving directions based on whether the lis-
tener seems to know the local area or not (Kingsbury, 1968).
They are also able to attenuate the characteristics of a story
depending on whether the listener has heard the story before
or not, including events mentioned, number of words, amount
of detail, and even the clarity of articulation (Galati & Bren-
nan, 2010).

While studies show that ambiguity avoidance was not a
sufficient motivation to insert a disambiguating complemen-
tizer that to mark a new clause (Haywood et al., 2005), exper-
imental work on the role of predictability in similar sentences
paints a different picture. Predictability has been shown to
affect the acoustic intensity of a word with more acousti-
cally prominent words marking surprising information (Lam
& Watson, 2010). In a task testing the effect of predictabil-
ity on sentence structure (Jaeger, 2010), speakers were more
likely to use the that in a phrase like “[m]y boss confirmed
(that) we were absolutely crazy” if they judged the contents
of the sentence to be less predictable. Jaeger (2010) therefore
argues that speakers actively smooth the information density
of an utterance, i.e. the rate of surprising information, call-

ing this the uniform information density hypothesis. Since it
is difficult to judge how predictable or surprising words in a
sentence are, Jaeger (2010) approximated this with next-word
statistics derived from a corpus. Corpus studies further reveal
that referential expressions in written text alternate between
full descriptive reference, proper name, and pronoun depend-
ing on predictability (Tily & Piantadosi, 2009).

Predictability has also been shown to affect the gram-
matical encoding of an utterance. In an experimental work
on Japanese, Kurumada and Jaeger (2015) have shown that
speakers tend to insert case markings strategically when sen-
tence properties, such as the animacy of the object or plau-
sibility in general, suggest a different structure. Note that
Kurumada and Jaeger (2015) quantified the plausibility of
events by means of norming studies with native speakers
rather than merely using word statistics. While the partici-
pating native speakers were most likely guided by their world
knowledge when assigning their ratings, it is virtually impos-
sible to exclude the possibility that they were also influenced
by the distributional properties of target word combinations
in spoken and written language, since such properties nat-
urally reflect the structure of events they describe. Knowl-
edge of event structures, sometimes also referred to as seman-
tic knowledge, may be difficult to separate from the knowl-
edge of word co-occurences. Willits, Amato, and MacDonald
(2015) show that the relative weight of these factors is also
modulated by the nature of the task.

Bunger, Papafragou, and Trueswell (2013) have ex-
plored the effects of world knowledge more directly by a
prime/scene description paradigm. They showed that concep-
tual overlap between the prime sentence and the target scene
(such as motion through space) led to a tendency to assim-
ilate structural components of the prime sentence into utter-
ance production. Thus, abstract conceptual world knowledge,
such as the type of an event, influenced production behavior.

In this paper, we present a more immediate way to explore
the influence of world knowledge in the form of event pre-
dictability on language production. We ask whether world
knowledge, and event prediction in particular, influences
scene descriptions. To avoid confounding event knowledge
with distributional regularities of its descriptions, we trained
participants to learn about typical interactive event progres-
sions in an artificial world. We show that speakers use full
noun phrases more often when they describe the events that
they find unusual.

Experiment
In the course of the experiment, participants watched ani-
mated scenes that pictured characters interacting in an artifi-
cial world. The participants were then asked to describe simi-
lar event progressions verbally. We used a free production set
up in order to elicit maximally natural descriptions of the ob-
served event progressions. This type of narration differs from
scripted story continuation adopted in other psycholinguistic
studies (e.g. Rosa & Arnold, 2017).



We manipulated the predictability of events that speakers
had to describe. In half of the trials, the characters interacted
according to the event progression patterns that the partic-
ipants previously learned, while in the other half an unex-
pected event progression was shown. We predict that par-
ticipants will use more pronominal or null references when
the involved entities interact as expected. In contrast, when
an unusual interaction is observed, we expect the speakers to
produce more full noun phrases.

We use scenes from an artificial mini world called Brain-
Control (Schrodt, Röhm, & Butz, 2017; Schrodt, Kneissler,
Ehrenfeld, & Butz, 2017) 3 to confront participants with an
environment they are unfamiliar with.

Design
The scenes featured three types of moving entities: long blue
cells, spiky red cells4, and round green viruses5. These enti-
ties can move left, move right, or rest. A collision between
two entities forces one of them to flee. The blue cell flees
from the green virus and the green virus flees from the red
cell. Cells never interact. All possible interactions are shown
in (6). Figures 1 and 2 provide examples of collision events
shown to the participants.

(6) a. Green virus attacks blue cell, blue cell runs away.
b. Green virus attacks red cell, green virus runs

away.
c. Red cell attacks green virus, green virus runs

away.
d. Blue cell attacks green virus, blue cell runs away.

Figure 1: The blue cell attacks the virus and flees

Figure 2: The green virus attacks the blue cell, the cell flees

The actual experiment started with an introduction of the
entity categories and the participants were asked to predict
the outcome of collisions. In the learning phase, participants
were then shown the four interactions given in (6a-d): first

3This work is based on code available at
github.com/CognitiveModeling/BrainControl

4We tested variations in colors in a pilot-study but found no im-
pact of the entities’ color.

5We collected the data for this project before the Covid-19 pan-
demic unfolded. It is an unfortunate coincidence that our stories
feature viruses as characters.

the interactions by themselves in a randomized order, then
a larger scene with several interactions occurring within the
scene (2x(6b), 1x(6a,d)).

We then tested the participants’ knowledge of the basic
event patterns in (6). Participants were shown an initial sit-
uation (e.g. a green virus facing a red spiky cell) and two
possible outcomes (e.g. only the green virus and only the
red cell remaining) and were asked to choose which of the
outcomes was more likely. This test was done twice. If a par-
ticipant chose the correct outcome both times, the experiment
proceeded to the production phase. Otherwise, the participant
repeated the learning phase with a new random ordering and
the test phase with another pair of situation-outcome ques-
tions. The experiment then continued independent of the par-
ticipant’s answers in the second testing phase, however if par-
ticipants did not answer at least 2 test cases correctly across
both testing phases, their data was excluded.

The production phase included four possible interactions in
(6), as well as their surprising counterparts, where the other
character fled, i.e. a spiky cell fled from a green virus and a
green virus fled from a blue cell. Figure 3 provides an exam-
ple of such a surprising version, directly reversing the pattern
shown in Figure 1.

Figure 3: The blue cell attacks the green virus, the virus flees

The production phase started with pretrial fillers and then
presented blocks of two trials (i.e. events), with the blocks
separated by fillers. As fillers, we used video clips where ei-
ther one or two entities are present and moving, but no inter-
actions happen. The pretrial fillers featured a longer sequence
of such events to let the participants get used to the task. The
participants were asked to follow the prompt: Simply describe
what is going on! The participants’ linguistic descriptions in-
volved unconstrained spontaneous speech production.

There were no restrictions or priming to influence descrip-
tions apart from the instructions shown in (7), which may
have primed the usage of the verb attack. We explicitly
avoided priming the use of NPs or reduced utterances as well
as any specific grammatical constructions.

(7) Let us first look at interactions between a virus and a
cell. Notice how it doesn’t matter who attacks whom.

All events consisted of two sub-events: one character at-
tacking another character, and as a result of this collision one
of the characters flees the scene. We thus anticipated that the
structure of the target event will make the participants pro-
duce one of the descriptions in (8) for the event shown in
Figure 1.

(8) a. The blue cell attacks the virus and the blue cell
flees.



b. The blue cell attacks the virus and it flees.
c. The blue cell attacks the virus and flees.

Table 1: The 2 x 2 design of the trial stimuli

agent fleeing patient fleeing
expected B attacks A, B flees

Condition 1
A attacks B, B flees
Condition 3

surprising A attacks B, A flees
Condition 2

B attacks A, A flees
Condition 4

The 8 trials adhere to a 2 x 2 design as shown in Table 1,
varying the thematic role of the fleeing character in the first
sub-event (agent or patient) and whether the event followed
an expected pattern (Figures 1 and 2) or surprising pattern,
as in Figure 3. In Figure 1, the attacker of the first sub-
event flees (agent). In Figure 2 on the other hand, the one
that was attacked in the first sub-event flees (patient). Partic-
ipants viewed and described two scenes for each of the four
conditions.

We conducted the experiment online and recruited 300 par-
ticipants with US IP addresses through the online platform
Amazon Mechanical Turk. Participants received compensa-
tion for their participation with a rate of $10/hour.

Annotation And Analysis
Technical assistants blind to the purpose of the experiment
transcribed the audio recordings that we obtained from the
study participants. Participants produced a range of utter-
ances that conformed to our expectations (e.g. 9 - 12).

(9) The red cell just attacked the virus and it ran away.

(10) The virus attacks the blue cell, the blue cell runs away
to the left.

(11) The green virus attacks and hits the blue cell, but then
runs away.

(12) Virus eats the red blood cell and then the virus runs.

We annotated the utterances as to whether the subject of the
second verb in the event description was a full noun phrase
(NP) or a pronoun. As an alternative, sometimes the speakers
produced a conjoined verb phrase (8c), a possible simplified
structure shown in (13). We assigned such responses to cat-
egory “null” for null separate subject of the second verb (the
whole verb phrase has only one subject)6.

(13) IP

VP

VP

flees

Coord

and

VP

DP

the green cell

V

attacks

DP

The virus

6An alternative analysis would be to postulate coordination at
the level of IP but this structure appears unlikely (Fasold & Connor-
Linton, 2014)

Responses that did not fit any of the categories were as-
signed to a separate category X. Such descriptions either did
not conform to subject verb structure, which allows the use of
a full NP or a pronoun (14), or the speakers provided a sum-
mary of a whole scene rather than describing the sub-events
(15).

(14) Virus and cell attack each other.

(15) The cell defeats the virus.

For the analysis, the utterances were grouped according
to the type of referring expression that was used in the sec-
ond conjunct. Utterances with pronouns and null descriptions
formed the reduced category, utterances with full NPs formed
their own category. We hypothesize that a full NP is justi-
fied in cases when the speakers find the event surprising. We
expect this effect to be similar to an m-implicature (manner
implicature): speakers choose a marked form of a linguistic
expression to describe an unusual event (Levinson, 2000).

Out of 300 participants, we excluded 31 participants be-
cause of bad audio quality and 25 participants because they
did not pass the learning test block. We further excluded 11
participants because their descriptions did not conform to our
schema at all, mostly because they produced predictions in-
stead of descriptions. Data from 233 participants (1864 de-
scriptions) were included in the analysis.

Results
Participants produced both full NPs and reduced forms when
both sub-events contained the same character as the agent
(Conditions 1 and 2), using reduced expressions in 34.4%
and full NPs in 65.6% of the cases. In the conditions where
the patient of the first sub-event became the agent of the sec-
ond sub-event (Conditions 3 and 4), speakers overwhelm-
ingly produced a full NP as the subject of the second clause
(97% of the time), independent of whether the event structure
violated the patterns they learned or not. Since that we ob-
served a ceiling effect in Conditions 3 and 4, we concentrate
on Conditions 1 and 2, where the same character acted as the
agent in both sub-events.

Prior to the main analysis, we plot the production rates for
different types of responses as a function of trial order. Figure
4 indicates that trial 1 shows an unusual pattern of responses
compared to other trials. Here participants were much more
likely to produce reduced phrases compared to other trials, we
therefore excluded trial 1 from the main analysis and proceed
further with data from trials 2-8.7

Figure 5 shows a distribution of different referring expres-
sions depending on condition. We fitted a generalized linear
mixed-effects model using lme4 package (Bates, Mächler,
Bolker, & Walker, 2015). The type of referring expression
served as a binomial dependent variable, surprise was treated

7Despite the different overall base rate of pronouns and NPs in
the first trials, the qualitative effect of surprise remains the same
there.
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Figure 4: Production of referring expressions as a function
of trial order. The first trial elicits more reduced forms over-
all. X denotes production choices that do not fall into either
category.

as the independent variable. The random effect structure in-
cluded items and subjects as random intercepts, as well as
random slopes for surprise per subject. As we predicted,
speakers produced more full NPs when they encountered a
surprising event (β = 1.417, SE = 0.678, z = 2.091, p <
0.05). There was no effect of trial order in this case. Figure 6
shows the odds ratios for the two factors and their interaction,
revealing the relative magnitude of the effects.8
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Figure 5: Full NP vs reduced form frequencies for surprising
and unsurprising events, same agent in both sub-events, first
trial excluded.

Even though it seems plausible that longer NPs with more
discriminating adjectives could be used to mark atypical ref-
erents (Degen, Hawkins, Graf, Kreiss, & Goodman, 2020),
there was no such effect in our study, possibly because
the number of objects was small and color was a suffi-
cient discriminating property (β =−0.045, SE = 0.609, z =
0.074, p = 0.94). There was also no effect of learning speed

8The odds ratio for the effect of surprise reduces to 2.09 if we
include first trials into the analysis, turning the overall effect non-
significant, since first trials show a qualitatively different pattern of
responses.

on produced phrases (β= 0.158, SE = 0.263, z= 0.601, p=
0.55). For this we measured learning speed by whether par-
ticipants needed to repeat training a second time.
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Figure 6: Effects as determined by the model

Discussion
By creating an artificial world set up, we were able to isolate
the effect of knowledge of event structures from the distri-
butional regularities of the language stream. Therefore, our
work directly targets the effect of world knowledge on the
production of referential expressions, and language produc-
tion more broadly.

In line with the Gricean maxim of manner, to be clear but
brief (Grice, 1989), speakers typically refrain from using a
full noun phrase when referring to a previously mentioned
entity. In fact, repeating a name causes a disruption in dis-
course coherence and slows down reading times. This ef-
fect is known as “Repeated-name Penalty” (Gordon, Grosz,
& Gilliom, 1993). Interestingly, the penalty applies if the an-
tecedent of a repeated reference occurs in subject position but
not in other positions, since the subject position marks entities
salient in discourse. Gor (2020) summarizes evidence from a
number of studies showing that more informative nominals,
such as full NPs in our case, often refer to less salient enti-
ties in discourse, while less informative references (pronouns
and possibly null subjects) refer to more salient entities. It
is therefore not surprising that in our data, speakers were
more likely to use full NPs, or in other words, they repeated a
name, when the antecedent occurred in the object position in
the previous clause. Moreover, in this condition, the charac-
ter switched its thematic role from being a patient in the first
sub-event, to becoming an agent in the second sub-event. The
need to alert the listener to the change of role justifies using
a full NP in the second clause and results in the ceiling effect
in the use of full NPs—when the object in the first sentence
became the agentive subject in the second.

The standard Repeated-name Penalty effect has been de-
scribed for sentences with a single potential antecedent for
a repeated name. However, it appears that the effect holds
to a certain extent even when there are multiple competing



antecedents in the previous clause. Our data reveals that the
effect is stronger when speakers describe an event where the
agent engages in familiar interactions with the patient. In
such cases, a less informative nominal (a pronoun or a null
subject) should normally be preferable for a predictable agent
in the second event. However an unexpected turn in the un-
folding of an event progression calls for a referring expression
that could boost the salience of the agent to the listener. These
findings are in line with the uniform information density hy-
pothesis (Jaeger, 2010; Levy & Jaeger, 2007), that predicts
that full NPs should be preferred over pronouns if the NP ref-
erent is less predictable. In that situation, the NP carries es-
sential information about the referent and smoothes out infor-
mation density. We can then reformulate the Gricean require-
ment for ambiguity avoidance in information theoretic terms:
ambiguity arises when the meaning of an expression cannot
be straightforwardly predicted from prior context. Therefore,
if a pronoun could pick out multiple potential referents, and
the context (or world knowledge) does not provide sufficient
cues to disambiguate, speakers should opt for a more infor-
mative referring expression.

Jaeger (2010) viewed ambiguity avoidance and smooth-
ing information density as distinct hypotheses and showed
that in his study participants were not more likely to use a
disambiguating complementizer “that” when a sentence was
more likely to lead to a garden-path. Rather, what predicted
the use of a complementizer was a desire to make informa-
tion density uniform: adding an extra word allowed to spread
out a more informative (less predictable) content across more
words, therefore equalizing information density per word.
The case of referential ambiguity we are considering in this
paper offers another angle to explore the interaction of ambi-
guity avoidance and information density. Unlike in the case
of structural ambiguity caused by the absence of “that”, the
absence of an overt subject (when grammatically allowed) is
not what causes the ambiguity. Rather it is the informativity
of the referring expression itself that is crucial: choosing a
pronoun that can be co-referenced with multiple potential an-
tecedents induces referential ambiguity. Our data reveals that
if the identity of the referent is predictable and can be easily
recovered by relying on knowledge of event structures, speak-
ers are more likely to use a pronoun or drop the subject and
opt for a conjoined verb phrase. Speakers do not need to avoid
potential referential ambiguity because the reference can be
easily and correctly disambiguated. What makes speakers ut-
ter a full NP in the case of a surprising agent of the second
sub-event is not ambiguity avoidance as a strategy, but rather
avoiding misleading reference, since it can compromise sen-
tence comprehension. Note that this information-theoretic
approach does not take the potential referential ambiguity of a
pronoun per se into account, but rather how likely the listener
is to recover the intended referent given the actual knowledge
about the world.

It remains an open question whether speakers intentionally
avoid misunderstandings. We view the preference to use a full

NP when talking about surprising situations and event pro-
gressions as a type of automatic behavior (Lieberman, 2007;
Dale et al., 2018), which developed through monitoring the
effect of previous interactions. While it is aimed at simplify-
ing the comprehension process, it is not necessarily driven by
a consideration of particular beliefs of the listener, but may
rely on the speaker’s own belief of what event structures she
finds likely.

When generating referring expressions speakers perform
intricate mental calculations balancing the effect of multiple
linguistic and extra-linguistic factors. Our goal in this paper
was to investigate the nature of these interactions, and spell
out precisely which components of the world knowledge af-
fect the choice of utterances. Alongside with the theoreti-
cal contribution, this paper documents an experimental setup
that may serve as a general paradigm to examine the influ-
ence of world knowledge on language further. Participants
adapted to the task surprisingly well. The majority of utter-
ances produced were in line with our expectations, without
priming utterance structure or prescribing parts of the utter-
ances. Thus, we believe that the paradigm may be useful to
further study intricate interactions between world knowledge,
event prediction, and language. Here, we focused on the role
of predictability of an event progression and demonstrated
that discriminating referring expressions (full NPs) are pre-
ferred over reduced forms to mark the agent of a surprising
event transition. This effect illustrates the interaction of lin-
guistic constraints on reference with world knowledge.
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