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Abstract 

Locations of multiple stationary objects are represented on the basis of their global spatial 

configuration in visual short-term memory (VSTM). Once objects move individually, they form 

a global spatial configuration with varying spatial inter-object relations over time. The 

representation of such dynamic spatial configurations in VSTM was investigated in six 

experiments. Participants memorized a scene with six moving and/or stationary objects and 

performed a location change detection task for one object specified during the probing phase. 

The spatial configuration of the objects was manipulated between memory phase and probing 

phase. Full spatial configurations showing all objects caused higher change detection 

performance than no or partial spatial configurations for static and dynamic scenes. The 

representation of dynamic scenes in VSTM is therefore also based on their global spatial 

configuration. The variation of the spatiotemporal features of the objects demonstrated that 

spatiotemporal features of dynamic spatial configurations are represented in VSTM. The 

presentation of conflicting spatiotemporal cues interfered with memory retrieval. However, 

missing or conforming spatiotemporal cues triggered memory retrieval of dynamic spatial 

configurations. The configurational representation of stationary and moving objects was based 

on a single spatial configuration indicating that static spatial configurations are a special case of 

dynamic spatial configurations. 

 

Keywords: dynamic spatial configuration, visual short-term memory, dynamic scenes  
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The environment is highly dynamic, confronting people constantly with moving objects. 

Walking down an avenue one might see several children running about a playground. Each time 

when passing by a tree, the view of the playground is covered. With the view covered, there 

remains some memory of the events happening on the playground. Is this memory restricted to 

the locations and movement of the individual children or is the dynamically changing spatial 

configuration of the children represented too? With the present research, we investigate this 

question. In particular, we examine whether the global spatial configuration of moving objects is 

represented in visual short-term memory (VSTM) and we characterize certain aspects of their 

representation. 

Most research on VSTM has examined the processing of stationary stimuli. Findings 

concern the capacity of short-term memory (e.g., Cowan, 2001; Sligte, Scholte, & Lamme, 2008; 

Zhang & Luck, 2008), the binding of features to objects (e.g., Luck & Vogel, 1997; Wheeler & 

Treisman, 2002), or the relevance of global spatial configurations (e.g., Blalock & Clegg, 2010; 

Hollingworth, 2007; Jiang, Chun, & Olson, 2004; Jiang, Olson, & Chun, 2000). Jiang et al. 

(2000) emphasized the importance of the objects’ global spatial configuration for the encoding of 

locations as well as features such as color and shape. Like most research on VSTM, they studied 

stationary objects and thus static spatial configurations. Once objects move individually, their 

spatial inter-object relations vary over time thus creating a dynamic spatial configuration. The 

dynamics of the global spatial configuration of moving objects make the processing of dynamic 

scenes qualitatively different from static scenes and therefore do not allow for a generalization of 

results, especially with respect to the importance of spatial configurations in VSTM. To broaden 

our understanding of VSTM, it is therefore essential to study empirically whether dynamic 
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spatial configurations of moving objects are represented in VSTM and how they relate to 

corresponding results of spatial configurations of stationary objects. 

 

Spatial Configurations 

Jiang et al. (2000) studied the role of spatial configurations of stationary stimuli in VSTM 

using a modified change detection paradigm (e.g., Phillips, 1974). Their participants encoded an 

array of multiple stationary objects and were instructed to ignore the spatial configuration of all 

objects and to encode each object location individually. Following a retention interval of 907 ms, 

participants performed a location change detection task for one particular object highlighted by a 

red frame. The critical manipulation involved the type of spatial configuration present during the 

probing phase. The non-probed objects were either invisible, shown at their original locations, 

shown at displaced locations, or only a subset of non-probed objects was visible and shown at 

their original locations. The availability of the full spatial configuration (visible non-probed 

objects at their original locations) resulted in the highest performance, demonstrating the 

representation of spatial configurations in VSTM. As performance with partial spatial 

configurations (a subset of visible non-probed objects) was not higher than without spatial 

configurations (the probed object alone), object locations are encoded into a global spatial 

configuration of all objects. Jiang et al. (2000) concluded that spatial configurations are 

obligatorily processed because even the addition of a condition with distorted spatial 

configurations (displaced non-probed objects) and the explicit instruction to ignore the spatial 

configuration of all objects did not eliminate the higher performance with full configurations 

compared to no spatial configurations. This conclusion is further supported by a study on the 

influence of irrelevant grouping cues on performance in a location change detection task (Jiang, 
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Chun & Olson, 2004). If the irrelevant grouping cues were changed between the memory and the 

probe image, the location change detection performance was impaired. Previous research also 

demonstrated that the representation of spatial configurations is not restricted to the simultaneous 

presentation of multiple static objects. With sequential presentations showing one object at a 

time, participants were able to extract the global spatial configuration too (Blalock & Clegg, 

2010). As participants received an explicit instruction to encode the spatial layout in that study, it 

remains unclear whether the participants would also have done so spontaneously. 

All these results account for the encoding of a set of stationary objects not changing their 

spatial inter-object relations over time. Once objects start moving, they form a dynamic spatial 

configuration. Even though the representation of such dynamic spatial configurations in visual 

short-term memory has not been examined yet, there is some evidence from the literature on 

visual attention that spatial configurations can be extracted from moving object locations. 

Evidence for this comes from a multiple object tracking study in which participants tracked 

multiple objects moving on a square floor plane in a three-dimensional scene (Huff, Jahn, & 

Schwan, 2009). At one point in time, an abrupt rotation of the scene around the center of the 

floor plane occurred. Displacements of objects in retinal and scene coordinates were smaller the 

closer they were located to the center of the floor plane at the time of the abrupt scene rotation. 

The size of the displacement of the individual target objects did not affect how well they were 

tracked. Instead, displacements of the whole scene determined tracking performance thus 

demonstrating that the objects were processed as a whole scene. This suggests that the spatial 

configuration of the moving objects was processed. The extraction of dynamic spatial 

configurations from dynamic scenes is further supported by eye-tracking studies during multiple 

object tracking tasks (Fehd & Seiffert, 2008; Huff, Papenmeier, Jahn, & Hesse, 2010). They 
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show a substantial amount of gaze time spent on the centroid of the target group indicating target 

grouping during multiple object tracking (see also Yantis, 1992) that corresponds to the use of 

dynamic spatial configurations. Drawing this analogy from the literature on attention to possible 

processes in VSTM, it is plausible to assume that dynamic spatial configurations might be 

represented.  

 

Dynamics in Visual Memory 

Early studies on the memory of visually perceived moving stimuli were interested in the 

processing of body movements. They identified a memory store for body movement 

configurations separate from the visuo-spatial component of working memory. These studies 

measured the memory span for sequences of multiple whole body movement patterns (Smyth, 

Pearson, & Pendleton, 1988; Smyth & Pendleton, 1990) and local hand movement patterns 

(Smyth & Pendleton, 1989) with different dual-task conditions. The memory span was reduced 

by a concurrent movement task only. Neither a concurrent spatial task nor a concurrent 

articulatory suppression task had an effect. The identified memory store has a capacity of about 

three movement actions (Wood, 2007). These results on the representation of body movements 

suggest two interesting aspects that might also hold true for the memory representation of 

dynamic spatial configurations. First, these results demonstrate that complex movement 

configurations are successfully maintained in memory. Therefore, dynamic spatial configurations 

of multiple objects in motion might also be encoded in VSTM. And second, complex dynamic 

configurations might be stored separately from static spatial configurations. Therefore, moving 

and stationary objects might be stored in separate spatial configurations in VSTM. 
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There are further studies suggesting a separation of VSTM for static and dynamic 

information. They investigated the performance in a static and dynamic version of a visual 

pattern task across different age groups (Pickering, Gathercole, Hall, & Lloyd, 2001). These 

studies found a developmental dissociation for static and dynamic information. Developmental 

increases with the static version of the task occurred faster than with the dynamic version. These 

results suggest that moving and stationary objects might be stored in separate subsystems and 

therefore separate spatial configurations. 

However, some mental representations might be dynamic in nature by incorporating a 

temporal dimension (Freyd, 1987). For example, participants viewing static pictures from 

unidirectional action scenes extract dynamic information as was shown by the longer response 

times needed to correctly reject distractors depicting future rather than past stills from a scene 

(Freyd, 1983). Dynamic mental representations are also extracted from more simple visual 

stimuli like a rotating rectangle as known from the representational momentum effect (Freyd & 

Finke, 1984). The representation of spatial configurations might therefore be dynamic in nature 

by incorporating a temporal dimension. This would lead to the prediction that the representation 

of spatial configurations for static visual displays (Jiang et al., 2000) might be a special case of 

the representation of spatial configurations for dynamic visual displays. Therefore, one would 

predict that stationary and moving objects are stored in a single spatial configuration instead of 

in separate spatial configurations.  

 

The Present Study 

Summarizing, spatial locations of stationary objects are stored on the basis of their global 

spatial configuration in VSTM. Once multiple objects in a display move individually, they form 
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a spatial configuration that changes continually over time. Even though the encoding of such 

dynamic spatial configurations into VSTM has not been studied yet, there is evidence suggesting 

that they might be represented. We studied the representation of dynamic spatial configurations 

in VSTM, adapting the modified location change detection paradigm developed by Jiang et al. 

(2000). Participants memorized a dynamic scene and were probed for the location change of one 

individual object highlighted in the probing phase. We varied the type of spatial configuration 

present in the probing phase. As participants did not know which specific object was going to be 

probed for a location change, they had to encode all objects in the memory phase. The critical 

question studied with two experiments in Section 1 was whether these moving objects are 

represented individually in VSTM or whether the spatial configuration formed by the objects is 

represented too. If spatial configurations of moving objects are represented in VSTM, the 

presence of global spatial configurations in the probing phase should improve location change 

detection performance for individual objects. As we will provide evidence for the configurational 

encoding of moving objection, we further characterize the representation with four additional 

experiments in Section 2. In particular, we demonstrate that spatiotemporal features of dynamic 

spatial configurations are part of their VSTM representation. Nonetheless, spatial cues without 

spatiotemporal features were also able to trigger their memory retrieval if the probed object itself 

was stationary during retrieval. Furthermore, we show that stationary and moving objects are 

represented in a single spatial configuration in VSTM. We propose that the representation of 

static and dynamic spatial configurations is based on the same system. 
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Section 1: Spatial Configurations with Dynamic Scenes 

There is evidence that spatial configurations are spontaneously extracted from dynamic 

scenes (Fehd & Seiffert, 2008; Huff et al., 2010; Yantis, 1992). This suggests that they might 

also be essential for the VSTM representation of dynamic scenes. However, this has not been 

studied, yet. Experiments 1a and 1b fill this empirical gap. With Experiment 1a, we demonstrate 

that spatial configurations of dynamic scenes are represented in VSTM. We extend these results 

by showing that there is a strong tendency to represent spatial configurations of dynamic scenes 

in VSTM by discouraging their encoding with the addition of distorted spatial configurations in 

the probing phase of Experiment 1b. 

 

Experiment 1a 

After memorizing a dynamic scene participants had to detect a location change of one 

individual object. If the spatial configuration of all objects is represented in VSTM, we should 

see a performance benefit with the presence of the full configuration as compared with no spatial 

configuration in the probing phase. We should not see a performance benefit for partial spatial 

configuration in the probing phase, as this does not correspond to the global configuration 

represented in VSTM. In control conditions we presented static stimuli (Jiang et al., 2000). 

Method 

Participants 

Twenty students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision.  
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Apparatus and Stimuli 

In all experiments, stimuli were presented on an 18-inch screen using Blender 2.49 

(http://www.blender.org/) and custom software written in Python (http://www.python.org/). We 

presented six green squares extending 0.9 x 0.9 degrees of visual angle each. The squares were 

positioned randomly with random movement directions within an invisible bounding box of 15.6 

x 15.6 degrees of visual angle in the center of the screen. The dynamic squares moved on linear 

trajectories at a constant speed of 5 degrees of visual angle per second for 400 ms. The squares 

were not allowed to overlap and had a minimum spacing of 0.4 degrees of visual angle between 

each other at any point in time. Dynamic squares were restricted not to hit the invisible boundary 

to prevent direction changes. The color of the background was gray, RGB = (127, 127, 127). A 

demonstration of the dynamic stimuli is available online at http://www.iwm-

kmrc.de/cybermedia/dynamic-configurations/. Yes/no responses were recorded using the outer 

buttons of a DirectIN High Speed Button-Box (http:// www.empirisoft.com/) with the 

assignment of the buttons balanced across participants. Participants kept an unrestricted viewing 

distance of 65cm to the screen. 

Procedure and Design 

Participants task was to detect a location change of an individual object in a scene lasting 

400 ms. The timing within each trial was as follows (see Figure 1). At the beginning of the trial a 

white fixation cross was presented for 500 ms followed by a blank screen for 100 ms. Thereafter, 

the memory phase showing six squares either moving or stationary was presented for 400 ms. 

The screen turned blank for 900 ms followed by a probing phase of 400 ms. The squares in the 

probing phase were stationary whenever they were stationary in the memory phase and moved 

on linear trajectories in the probing phase whenever they did so in the memory phase. Following 
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the probing phase, a blank screen was shown until response. Feedback about the accuracy of the 

response was given visually as either "Richtig" ("Correct") or "Falsch" ("Incorrect"). During the 

probing phase, one square was highlighted by a red frame. Participants were instructed to answer 

whether this particular square occupied a former location and moved the same way as any square 

in the memory phase or not. Change trials were constructed by displacing the probed square to a 

previously unoccupied position. The displaced square conformed to the same restrictions (e.g., 

minimum spacing to all squares including the original version of the probed square) that applied 

to regular squares mentioned above. The direction of motion was not changed. Analogous to 

Jiang et al. (2000), we instructed participants to memorize the squares individually, telling them 

that the configuration formed by the squares should be ignored as it might impair memory 

accuracy for individual squares, and that they would need to answer for one highlighted square 

only. If the presence of spatial configurations provides a memory benefit despite this instruction, 

it would be a first indication that there is a strong tendency to represent spatial configurations of 

dynamic scenes. Participants were instructed to answer as accurately as possible without 

worrying about speed. Response times were measured from probe onset until response. 
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Figure 1. Schematic of the general procedure of all experiments. Note that the color of 

the squares was green, the color of the frame around the probed square was red, the background 

color was gray, and the color of the fixation cross was white in all experiments. 

 

We manipulated the type of spatial configuration present in the probing phase (full: six 

squares, partial: three squares, no: probed square alone; see Figure 2) and scene dynamics 

(moving squares, stationary squares). All squares serving as spatial configuration and not probed 

by the red frame were positioned at the exact positions and paths of movement occupied in the 

memory phase. This resulted in a 3 (spatial configuration: full, partial, no) x 2 (scene dynamics: 

dynamic, static) x 2 (change present: yes, no) x 20 (repetitions) within-subjects design with 240 

experimental trials. At the beginning of the experiment, participants performed 24 practice trials. 

In the present and all subsequent experiments the conditions were presented randomly 

throughout the experiment and the conditions in the practice trials were balanced according to 

the experimental design.  
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Figure 2. Types of spatial configurations used during the probing phase in Experiments 

1a, 1b, and 2b. A single object marked by a red outline in the probing phase (B-E) is probed for a 

location change as compared with the memory phase (A) by showing full (B), no (C), partial (D), 

or distorted (E) spatial configurations. The probed object was not displaced in this example. With 

static scenes the objects did not move but were stationary. 

 

Results 

Analysis are based on the signal detection theory and results are reported with the 

sensitivity measure d’ as dependent variable for the location change detection performance (see 

Figure 3). As d’ is not defined for hit and false alarm rates of 1.0 and 0.0, we adjusted such 

values to half a trial incorrect in all experiments. All trials with response times larger than 5000 

ms were considered invalid and removed from the data set (11 trials, 0.23% of data). We report 
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partial eta² (ηp²) as effect-size measure. Hit rate, false alarm rate, proportion correct and response 

times for hits across all experiments are reported in the appendix. 

We analyzed sensitivity using a 3 (spatial configuration) x 2 (scene dynamics) repeated 

measures ANOVA. There was a significant main effect for the type of spatial configuration 

present in the probing phase, F(2, 38) = 35.82, p < .001, ηp²= .65, not interacting with scene 

dynamics,  F(2, 38) = 2.26, p = .118, ηp²= .11. Planned contrasts using paired t-tests revealed that 

sensitivity with full spatial configurations was higher than with partial and no spatial 

configurations, both ps <= .001, and that there was no significant difference between partial and 

no spatial configurations, p = .518. There was also a significant main effect for scene dynamics, 

F(1, 19) = 70.77, p < .001, ηp²= .79, with lower change detection performance for dynamic than 

for static scenes. 
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Figure 3. Left: Results of Experiment 1a. Right: Results of Experiment 1b. Mean 

sensitivity as a function of the type of spatial configuration present in the probing phase and 

scene dynamics. Full Configurations increase change detection performance for static and 

dynamic scenes. Error bars represent the standard error of the mean (SEM). 
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Discussion 

This experiment provides the first evidence that spatial configurations of dynamic scenes 

are represented in VSTM. Change detection performance with full spatial configurations was 

higher than without spatial configurations. Full spatial configurations caused a higher change 

detection performance for static scenes too, thus replicating the findings of Jiang et al. (2000) 

with our material. The effect of spatial configurations did not differ significantly between static 

and dynamic scenes as indicated by the missing interaction effect. Thus, processes underlying 

the representation of static and dynamic spatial configurations might be similar. This will be 

further investigated in the experiments in Section 2. 

The present pattern of results was obtained even though participants were explicitly 

instructed to ignore the spatial configuration formed by the objects. In fact, some participants 

reported in a post-experiment questionnaire with the open-ended question of how they solved the 

experimental task that they could not help memorizing the spatial configuration. This provides 

first evidence that there is a strong tendency to represent spatial configurations of dynamic 

scenes. 

Partial spatial configurations were included into the present experiment in order to 

preclude an anchoring hypothesis (Jiang et al., 2000) for dynamic scenes. According to an 

anchoring hypothesis, the location change detection benefit of full spatial configurations over no 

spatial configurations might not be related to the representation of spatial configurations at all. 

The presence of non-probed objects during the probing phase might provide spatial anchors and 

thus reduce the spatial uncertainty for the exact location of the probed object on the display. If 

the present results were caused by spatial anchors only, we would expect a subset of visible non-
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probed objects – a partial spatial configuration – to provide some spatial anchors too. These 

spatial anchors should result in higher change detection performance than without a spatial 

configuration. Because performance with a partial spatial configuration was not higher than 

without a spatial configuration, we can rule out the anchoring hypothesis for static and dynamic 

scenes. Instead, there is evidence that the global spatial configuration of the objects is 

represented in VSTM. 

In addition to the effects of spatial configurations, we also observed a main effect of 

scene dynamics on location change detection performance. Location changes were detected less 

efficiently with dynamic than with static scenes. As we were particularly interested in the effect 

of spatial configurations and their interaction with scene dynamics, this main effect of scene 

dynamics is not of particular interest to the initial research question of this first experiment, 

namely whether spatial configurations of dynamic scenes are represented in VSTM. The effect of 

scene dynamics could either be caused by the type of memory representation for spatial 

configurations of static and dynamic scenes or by processes related to memory retrieval. Moving 

objects might be represented with a higher spatial uncertainty because they change their 

locations continually over time or it might be more difficult to match a dynamic probe to the 

corresponding memory representation due to the spatiotemporal properties of dynamic probes. 

Furthermore, higher performance with static conditions might also be explained by the task that 

required participants to bind motion information to locations for dynamic conditions but not 

static conditions. However, the present data does not allow us to make a decision on the above 

mentioned possibilities as the experiment was not explicitly designed for this. 
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Experiment 1b 

Previous research has shown that spatial configurations are obligatorily encoded for static 

random dot patterns (Jiang et al., 2000). Applying the same method as Jiang et al. (2000) we 

tested whether these results generalize to our dynamic scenes. 

Method 

Participants 

Twenty-four students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision.  

Procedure and Design 

The procedure was identical to the first experiment except for one modification. The 

partial spatial configuration condition was replaced by a distorted spatial configuration condition. 

In the distorted condition, the probing phase consisted of the probed square and five non-probed 

squares. Each of the five non-probed squares occupied a new position that no object in the 

memory phase had occupied at any specific point in time (see Figure 2).  

Introducing this change to the experimental design resulted in a 3 (spatial configuration: 

full, distorted, no) x 2 (scene dynamics: dynamic, static) x 2 (change present: yes, no) x 20 

(repetitions) within-subjects design with 240 experimental trials. At the beginning of the 

experiment, participants performed 24 practice trials. 

Results 

Change detection performance as measured by d’ is depicted in Figure 3. All trials with 

response times larger than 5000 ms were considered invalid and removed from the data set (35 

trials, 0.61% of data). 
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We analyzed sensitivity using a 3 (spatial configuration) x 2 (scene dynamics) repeated 

measures ANOVA. There was a significant main effect for spatial configuration, F(2, 46) = 

36.39, p < .001, ηp²= .61, interacting with scene dynamics,  F(2, 46) = 10.50, p < .001, ηp²= .31. 

Planned contrasts using paired t-tests revealed that sensitivity with full spatial configurations was 

higher than with distorted or no spatial configurations for both static and dynamic scenes, all ps 

<= .003. Sensitivity with distorted spatial configurations was lower than without spatial 

configurations for static scenes, p < .001, but not dynamic scenes, p = .617. As in Experiment 1a, 

there was a significant main effect for scene dynamics, F(1, 23) = 85.34, p < .001, ηp²= .79, 

indicating lower change detection performance for dynamic than for static scenes. 

Discussion 

We included distorted spatial configurations in the probing phase to further discourage 

participants from encoding the spatial configuration formed by the objects. In the distorted 

condition, all non-probed squares changed their positions between the memory and probing 

phase. 

Despite the introduction of distorted spatial configurations into the experimental design, 

we found a higher location change detection performance with full than with no spatial 

configurations. This provides further evidence that spatial configurations of dynamic scenes 

might be obligatorily represented in VSTM. With static scenes, we replicated the findings of 

Jiang et al. (2000) that static spatial configurations might be obligatorily represented.  

As in the study of Jiang et al. (2000) we presented full and distorted spatial 

configurations with equal probabilities. If distorted configurations were presented more often 

than full configurations and there is still an advantage of full configurations over no spatial 

configurations an even stronger conclusion could be drawn. However, given the strength of the 
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configuration effect in our studies and previous research the current results show a strong 

tendency to represent spatial configurations of dynamic scenes in VSTM.  

We found a lower location change detection performance for distorted than for no spatial 

configurations with static but not dynamic scenes. Nonetheless, the experimental manipulation 

can be considered successful as is evident from the response times (see Appendix). The presence 

of distorted spatial configurations resulted in longer response times with static and dynamic 

scenes. This indicates that the presence of distorted configurations interfered with the memory 

representation which contains the global spatial configuration. We expected this interference to 

discourage participants from encoding the global spatial configuration. Their failure to do so 

supports the idea that there is a strong tendency to represent spatial configurations of dynamic 

scenes.  

 

Section 2: Characteristics of the Representation of Dynamic Spatial Configurations 

So far, we showed that spatial configurations of dynamic scenes are represented in VSTM. In the 

experiments of section 2 we studied the characteristics of their representation. In Experiments 2a, 

2b, and 3, we investigated the role of spatiotemporal features. We demonstrate that the 

representation includes spatiotemporal information thus showing the representation of dynamic 

spatial configurations in VSTM. In Experiment 4, we studied the representation of stationary and 

moving objects in mixed scenes. We will demonstrate that stationary and moving objects are 

represented in a single spatial configuration rather than separate static and dynamic spatial 

configurations in VSTM. 
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Experiment 2a 

In the present experiment, we investigated whether the VSTM representation of dynamic 

scenes includes the rough (static) spatial layout of the objects or whether the dynamics of the 

display are also encoded. Participants encoded a dynamic scene and detected a location change 

of a moving object. Besides the full dynamic spatial configuration and no spatial configuration 

conditions from the previous experiments, we presented a critical new configuration condition in 

the probing phase of the present experiment: a static spatial configuration. In the static spatial 

configuration condition all objects but the probe were static and located at their original locations 

they occupied at the middle frame of the dynamic memory scene. That is, the static spatial 

configuration showed the spatial layout but not the dynamics of the scene. 

If the VSTM representation of the spatial configuration of dynamic scenes includes the 

spatial layout of the objects only, performance with static spatial configurations should equal 

dynamic spatial configurations and result in a higher performance than no configurations. If the 

dynamics of the scene are part of the VSTM representation, performance with dynamic spatial 

configurations should be higher than with static spatial configurations and no spatial 

configurations.  

Method 

Participants 

Eighteen students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision. 
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Procedure and Design 

We used the same procedure as in Experiment 1a, unless noted otherwise. Participants 

encoded a dynamic scene showing six moving squares during the memory phase. Besides 

dynamic and no spatial configurations, we presented static spatial configurations during the 

probing phase (see Figure 4). In the static condition, the five non-probed squares were stationary 

in the probing phase and shown at their original locations that they occupied at the middle frame 

of the memory phase throughout the probing phase. 

 

Figure 4. Types of spatial configurations used during the probing phase in Experiment 2a. 

A single moving object marked by a red outline in the probing phase (B-D) is probed for a 

location change as compared with the memory phase (A) by showing dynamic (B), static (C), or 

no (D) spatial configurations. The probed object was not displaced in this example. 

 

This resulted in a 3 (spatial configuration: dynamic, static, no) x 2 (change present: yes, 

no) x 20 (repetitions) within-subjects design with 120 experimental trials. At the beginning of the 

experiment, participants performed 24 practice trials. 
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Results 

Change detection performance as measured by d’ is depicted in Figure 5. All trials with 

response times larger than 5000 ms were considered invalid and removed from the data set (9 

trials, 0.42% of data). 

We analyzed sensitivity using an ANOVA including spatial configuration as within-

subjects factor. The main effect of spatial configuration reached significance, F(2, 34) = 4.66, p 

= .016, ηp²= .22. The effect of spatial configuration was further examined with planned contrasts 

using paired t-tests. We replicated the higher performance with dynamic compared to no spatial 

configurations, p = .011. The static spatial configurations resulted in a significantly lower change 

detection performance than dynamic spatial configurations, p = .022, and did not differ 

significantly from no spatial configurations, p = .795. 
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Figure 5. Left: Results of Experiment 2a. Location change detection performance for a 

moving probe object is higher with the dynamic spatial configuration than a static configuration 

or no configuration. Right: Results of Experiment 2b. Full spatial configurations resulted in 

higher location change detection performance than no or partial spatial configurations. This was 

true for a dynamic presentation showing a moving probe object with dynamic context (with 
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spatiotemporal cues). The same pattern resulted with a static snapshot of the dynamic scene 

showing a stationary probe object with static context (without spatiotemporal cues). Error bars 

represent the SEM. 

 

Discussion 

The results of Experiment 2a show that the VSTM representation includes more than the 

pure spatial layout of the objects. Performance with dynamic spatial configurations was the 

highest indicating that the VSTM representation of the spatial configuration of the dynamic 

scene includes the scene dynamics. 

Surprisingly, static spatial configurations were not sufficient to cause a higher change 

detection performance than no spatial configurations. As the rough spatial layout of the scene is a 

subset of the dynamic spatial configuration, one could have expected a higher performance with 

static spatial configurations than no spatial configurations too. Two reasons can account for this 

finding. First, the static layout might have been not sufficient to trigger the retrieval of the 

dynamic VSTM representation. Second, interference within the display of the probing phase 

between dynamic probe and static reference objects might have affected memory retrieval. We 

examined this with Experiment 2b. 

 

Experiment 2b 

In the present experiment, we investigate whether configurational information that lacks 

spatiotemporal information is always insufficient to trigger memory retrieval of dynamic spatial 

configurations. In particular, we were interested whether a static snapshot from a dynamic scene 

in the probing phase is sufficient to show the beneficial effect of full spatial configuration seen in 
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the previous experiments. The critical difference to Experiment 2a is related with the dynamics 

of the probed object: It is stationary if a snapshot of the scene is shown and it moves if the scene 

is shown dynamically. 

If spatiotemporal cues are an integral part of memory retrieval of the representation of 

dynamic spatial configurations, we should see an interaction, namely a beneficial effect of full 

spatial configurations with the dynamic scene but not with a static snapshot from the scene in the 

probing phase. If spatial information alone can be sufficient to trigger memory retrieval, we 

should see a beneficial effect of full spatial configurations for the dynamic scene as well as for a 

static snapshot from the scene. 

Method 

Participants 

Thirty-two students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision. 

Procedure and Design 

We used the same procedure as in Experiment 1a if not noted otherwise. Participants 

encoded a dynamic scene showing six moving squares during the memory phase. Contrary to the 

previous experiments, scene dynamics of the memory and probing phase did not necessarily 

match any more. Instead, we varied the availability of spatiotemporal cues in the probing phase 

by either showing all frames of the dynamic scene (with spatiotemporal cues) or a static snapshot 

from the middle of the scene (without spatiotemporal cues) for 400 ms. Participants were 

instructed to detect a location change for the highlighted square by answering the question 

whether the probed square was located on the path of movement of any moving square from the 
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memory phase, no matter whether the probed square moved or not. In order to encourage the 

encoding of the scene motion, the probing phase showed the dynamic scene with all frames in 

two third of trials, while there was a static snapshot from the middle of the scene in one third of 

trials. 

This resulted in a 3 (spatial configuration: full, partial, no) x 2 (spatiotemporal cues: with, 

without) x 2 (change present: yes, no) within-subjects design. Each condition was repeated 15 

times without spatiotemporal cues and 30 times with spatiotemporal cues in the probing phase 

resulting in 270 experimental trials per participant. At the beginning of the experiment, 

participants performed 18 practice trials. 

Results 

Change detection performance as measured by d’ is depicted in Figure 5. All trials with 

response times larger than 5000 ms were considered invalid and removed from the data set (28 

trials, 0.32% of data). One participant was excluded from the analysis due to chance level 

performance. 

We analyzed sensitivity using a 3 (spatial configuration) x 2 (spatiotemporal cues) 

repeated measures ANOVA. The interaction of spatial configuration and spatiotemporal cues on 

sensitivity was clearly not significant, F(2, 60) = 1.10, p = .339, ηp²= .04, indicating that the 

presence of spatial configurations had the same effect on location change detection performance 

no matter whether spatiotemporal cues were available in the probing phase or not. The 

significant main effect of spatial configuration, F(2, 60) = 14.20, p < .001, ηp²= .32, was caused 

by a higher change detection performance with full spatial configurations than with partial or no 

spatial configurations, both ps < .001, and partial and no spatial configurations not differing 

significantly from one another, p = .896, as revealed by planned contrasts using paired t-tests. 
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There was also a significant main effect of spatiotemporal cues, F(1, 30) = 6.48, p = .016, ηp²= 

.18, indicating lower change detection performance with spatiotemporal cues than without in the 

probing phase.  

Discussion 

Full spatial configurations provided a change detection benefit if spatiotemporal cues 

were present in the probing phase, replicating our previous results. More importantly, a higher 

performance with full spatial configurations was also observed with a static snapshot from the 

middle of the scene that contained only spatial but no spatiotemporal cues. Spatial cues can 

therefore be sufficient during memory retrieval for matching the memory representation of 

dynamic spatial configurations on the visual input during the probing phase. This provides 

further evidence that the mechanisms underlying the representation of static and dynamic spatial 

configurations in VSTM might be similar if not the same. 

The effect of spatial configuration elicited with and without spatiotemporal cues in the 

probing phase was comparable as indicated by the clearly non-significant interaction effect 

between spatial configuration and spatiotemporal cues on location change detection 

performance. Therefore, one might argue that the VSTM representation of dynamic spatial 

configurations contains only spatial but no spatiotemporal features. However, our results from 

Experiment 2a preclude such an argument. In addition, we further investigated the role of 

spatiotemporal features in Experiment 3. Anticipating the results, we will provide further 

evidence that detailed spatiotemporal features of the dynamic spatial configuration are 

represented. 

There was a main effect of spatiotemporal cues on sensitivity showing higher location 

change detection performance without spatiotemporal cues than with them. This is true even 
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though participants always encoded a dynamic scene and thus based their responses on the same 

memory representation. These results support our claim made in the previous experiments that 

the main effect of scene dynamics on sensitivity is not at all conclusive with respect to the 

question whether moving object locations are less accurately represented in VSTM than static 

object locations. In contrast, scene dynamics during memory retrieval itself accounts for part of 

the scene dynamics effect.  

 

Experiment 3 

Results from Experiment 2a showed that the VSTM representation of dynamic spatial 

configurations includes spatiotemporal information because only dynamic configurations but not 

the static spatial layout improved change detection performance for a moving probe object. 

When the probed object itself was also stationary in Experiment 2b, the spatial layout did cause a 

configuration effect. As the reference objects were static in Experiment 2a, it remains unclear 

how detailed the spatiotemporal representation of dynamic spatial configurations is. In the 

present experiment, we tackled this question by designing dynamic configurations in a way such 

that their spatial information equaled the memory scene as good as possible and their 

spatiotemporal information differed from the memory scene.  

We derived two variants from the dynamic memory scene to test for two plausible ways 

of how the spatial information could be preserved with differing spatiotemporal features. First, 

the spatial locations might be averaged over time creating a mean spatial configuration formed 

by the mean object locations. A partial orthogonal spatial configuration was derived from the 

memory scene by having part of the non-probed objects move orthogonally to their original 

motion path through their original mean location. Such a partial orthogonal configuration creates 
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the same mean spatial configuration as the memory scene but differs in its spatiotemporal 

features. Second, the spatial locations might be summarized over time. In this case, the spatial 

paths of motion would be represented without information about the motion over time. A partial 

reverse spatial configuration was derived from the memory scene by having part of the non-

probed objects move along their reverse motion paths. Such a partial reverse configuration 

creates the same spatial paths of motion as the memory scene but differs in its spatiotemporal 

features. 

If we observe a configurational effect with preserved spatiotemporal features but not with 

these new variants with differing spatiotemporal features, this would provide further evidence 

that the representation of dynamic spatial configurations includes detailed information about the 

dynamics of the display. 

Method 

Participants 

Twenty-eight students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision. Some students had previously participated in Experiment 1b but 

were naive to the purpose of the experiment. 

Procedure and Design 

We used the same procedure as in Experiment 1a, unless noted otherwise. Participants 

encoded a dynamic scene showing six moving squares during the memory phase. Besides full 

and no spatial configurations, we presented partial reverse and partial orthogonal spatial 

configurations during the probing phase (see Figure 6). In both partial conditions, there were six 

squares present. Three of the non-probed squares were manipulated. With partial reverse spatial 
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configurations, those three squares started at their original ending position from the memory 

phase and moved in the reverse direction to their original starting position. With partial 

orthogonal spatial configurations, those three squares moved orthogonally to their original 

trajectory through the same mean location at the middle of the scene. One of the two possible 

movement directions was randomly chosen for each of the three orthogonal objects individually. 

 

Figure 6. Types of spatial configurations used during the probing phase in Experiment 3. 

A single object marked by a red outline in the probing phase (B-E) is probed for a location 

change as compared with the memory phase (A) by showing full (B), no (C), partial reverse (D), 

or partial orthogonal (E) spatial configurations. The probed object was not displaced in this 

example. 
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This resulted in a 4 (spatial configuration: full, partial reverse, partial orthogonal, no) x 2 

(change present: yes, no) x 15 (repetitions) within-subjects design with 120 experimental trials. 

At the beginning of the experiment, participants performed 16 practice trials. 

Results 

Change detection performance as measured by d’ is depicted in Figure 7. All trials with 

response times larger than 5000 ms were considered invalid and removed from the data set (6 

trials, 0.22% of data). Five participants were excluded from the analysis due to chance level 

performance. 

We analyzed sensitivity using an ANOVA including spatial configuration as within-

subjects factor. The main effect of spatial configuration reached significance, F(3, 66) = 3.86, p 

= .013, ηp²= .15. The effect of spatial configuration was further examined with planned contrasts 

using paired t-tests. We replicated the higher performance with full compared to no spatial 

configurations, p = .006. The partial reverse and partial orthogonal spatial configurations resulted 

in a significantly lower change detection performance than full spatial configurations, both ps <= 

.045, indicating that detailed spatiotemporal features of dynamic spatial configurations are 

represented in VSTM. In addition, both partial conditions did not differ significantly from one 

another and the no spatial configuration condition, all ps >= .259. 
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Figure 7. Results of Experiment 3. Mean location change detection performance as a 

function of spatial configuration. In the partial reverse and partial orthogonal conditions, the full 

spatial configuration was present with three non-probed squares moving in reverse or orthogonal 

directions, respectively. Error bars represent the SEM. 

 

Discussion 

Two new spatial configuration conditions, a partial orthogonal and partial reverse 

condition, were derived from the dynamic memory scene to contain the same averaged or 

summarized spatial features as the memory scene, respectively, but to differ in their 

spatiotemporal features from the memory scene. If the VSTM representation of dynamic spatial 

configurations does not include detailed spatiotemporal information, we would expect at least 

one of the two partial configuration conditions to cause the same location change detection 

performance as full spatial configurations. If the VSTM representation includes detailed 

spatiotemporal information, we would expect location change detection performance in both 

partial conditions to be lower than with full spatial configurations. 
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Our results are in line with the detailed representation of spatiotemporal features of 

dynamic spatial configurations in VSTM. The partial reverse and partial orthogonal conditions 

caused location change detection performances that were lower than with full spatial 

configurations. Actually, unlike the middle frame used in Experiment 2b but similar to the static 

configuration in Experiment 2a, the partial reverse and partial orthogonal conditions did not 

provide a significantly higher performance than the no spatial configurations. Therefore, memory 

retrieval of dynamic spatial configurations is possible with either missing spatiotemporal cues 

(Experiment 2b) or spatiotemporal cues conforming to the representation (full dynamic condition 

in all experiments). Presenting conflicting spatiotemporal cues however, interferes with memory 

retrieval (static configuration in Experiment 2a and partial conditions in the present experiment). 

 

Experiment 4 

In the previous experiments, we used memory scenes with either moving or stationary 

objects only. To broaden our understanding of the mechanisms underlying the formation and 

representation of static and dynamic spatial configurations, we used mixed scenes containing 

stationary and moving objects in the present experiment. In a mixed scene, one can think of at 

least three reasonable spatial configurations: the stable and static spatial configurations formed 

by the stationary objects alone, the highly dynamic spatial configuration formed by the moving 

objects alone, and a single spatial configuration including both stationary and moving objects. 

We were interested whether stationary and moving objects in a mixed scene are 

represented in separate spatial configurations according to their dynamics or whether they are 

represented in a single spatial configuration including all objects. If stationary and moving 

objects are represented in separate spatial configurations, location change detection performance 
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for an individual object should benefit from the presence of a partial spatial configuration 

containing all objects corresponding in dynamics to the probed object during the probing phase. 

Change detection performance with such a partial spatial configuration should therefore be 

higher than without a spatial configuration. If they are represented in a single spatial 

configuration, the presence of such a partial spatial configuration containing all objects 

corresponding in dynamics to the probed object should not produce any other effects than the 

partial spatial configurations in Experiment 1a, thus eliciting a location change detection 

performance not higher than without a spatial configuration. 

Even if stationary and moving objects are represented in a single spatial configuration, 

stationary and moving objects might form distinct perceptual groups interfering with the 

formation of such a configuration by effects of perceptual grouping (Jiang et al., 2004). Such 

effects should result in a lower mean performance with the full configuration conditions of the 

present experiment than the full configuration conditions of Experiment 1a where we presented 

only one perceptual group at a time. 

Method 

Participants 

Twenty students from the University of Tübingen participated in this experiment in 

exchange for partial course credit or monetary compensation. All participants reported normal or 

corrected-to-normal vision. 

Procedure and Design 

We used the same procedure as in Experiment 1a, unless noted otherwise. Instead of 

manipulating the dynamics of the whole scene, we manipulated the dynamics of the probed 

square. Participants saw mixed scenes containing three moving and three stationary squares in 
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the memory phase. During the probing phase either a stationary or moving square was probed for 

a location change by being highlighted with a red frame as in the previous experiments. In half of 

the trials, the probed square was stationary and in the other half, it was moving. Furthermore, we 

split the partial spatial configuration condition of Experiment 1a into two new conditions: a 

partial dynamic spatial configuration showing all remaining moving squares and a partial static 

spatial configuration showing all remaining stationary squares during the probing phase. 

Note that we did not want participants to know during the memory phase whether the 

probed square would be stationary or moving. Therefore, we used equal numbers of stationary 

and moving squares in these scenes. This resulted in unequal total numbers of squares visible in 

the partial static and partial dynamic conditions during the probing phase. Three squares were 

present when the dynamics of the probed square and partial condition matched (e.g. the probed 

moving square and two additional moving squares) and four squares otherwise (e.g. the probed 

moving square and three additional stationary squares). This difference in total object numbers 

between the partial static and partial dynamic conditions does not present a problem for the 

experimental design. First, the main question of the present experiment addressed the 

comparison of performance with partial spatial configurations congruent to probe dynamics and 

thus always containing three squares with full and no spatial configurations within each probe 

dynamics condition. And second, we showed in Experiment 1a that pure spatial anchoring not 

showing the full spatial configuration does not improve change detection performance. In that 

sense, the partial spatial configurations incongruent to probe dynamics serve as an even stronger 

anchoring control condition than the partial spatial configurations in Experiment 1a, as they 

contain even four out of six squares in the present experiment. We expected that performance 
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would not be higher than without spatial configurations, thus excluding a pure spatial anchoring 

hypothesis for the present experiment too. 

These manipulations resulted in a 4 (spatial configuration: full, partial dynamic, partial 

static, no) x 2 (probe dynamics: moving square, stationary square) x 2 (change present: yes, no) x 

20 (repetitions) within-subjects design with 320 experimental trials. At the beginning of the 

experiment, participants performed 32 practice trials. 

Results 

Change detection performance as measured by d’ is depicted in Figure 8. All trials with 

response times larger than 5000 ms were considered invalid and removed from the data set (23 

trials, 0.36% of data). 

We analyzed sensitivity using a 4 (spatial configuration) x 2 (probe dynamics) repeated 

measures ANOVA. There was a significant main effect of spatial configuration, F(3, 57) = 

13.84, p < .001, ηp²= .42, interacting with probe dynamics,  F(3, 57) = 4.42, p = .007, ηp²= .19. 

Planned contrasts using paired t-tests revealed that sensitivity with full spatial configurations was 

higher than with partial dynamic, partial static, and no spatial configurations for stationary and 

moving probes, all ps <= .025. There was no significant difference in performance between 

partial static and no spatial configurations for stationary and moving probes, both ps >= .194. 

While performance with partial dynamic configurations did not differ significantly from partial 

static and no configurations for moving probes, both ps >= .268, performance was lower with 

partial dynamic configurations than with partial static and no configurations for stationary 

probes, both ps <= .010. Interestingly, the partial dynamic condition showing lowest 

performance with stationary probes contained all but two stationary squares. There was also a 
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significant main effect of probe dynamics, F(1, 19) = 11.38, p = .003, ηp² = .37, indicating a 

higher location change detection performance for stationary than for moving probes. 
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Figure 8. Results of Experiment 4. Mean location change detection performance as a 

function of the type of spatial configuration present in the probing phase and the dynamics of the 

probed object. Error bars represent the SEM. 

 

To analyze effects of perceptual grouping we calculated a between experiments 

comparison of the sensitivity in the full configuration conditions of Experiment 1a and the full 

configuration conditions of the present experiment. To account for the performance differences 

between static and dynamic stimuli we calculated the mean performance of the static and 

dynamic full configuration conditions for each participant. Sensitivity for the full configuration 

conditions (M = 1.83, SE = 0.12) of Experiment 1a did not differ significantly from the full 

configuration conditions of the mixed scenes (M = 1.88, SE = 0.15) from the present experiment, 

t(38) = -0.22, p = .827, indicating that there were no interference due to perceptual grouping in 

the present experiment. 
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Discussion 

Participants encoded mixed scenes containing stationary and moving squares. If static 

and dynamic objects are represented in separate spatial configurations, the presence of a partial 

spatial configuration containing all squares congruent in dynamics to the probed square should 

result in a higher change detection performance than no spatial configuration. If they are 

represented in a single configuration, performance with such partial spatial configurations should 

be no higher than without spatial configurations because pure anchoring does not improve 

change detection performance as shown in Experiment 1a. 

Change detection performance with partial spatial configurations congruent to probe 

dynamics was not higher than without spatial configurations for both stationary and moving 

probes. The results are therefore in favor of the representation of stationary and moving objects 

in a single spatial configuration. This conclusion is supported by the finding that full spatial 

configurations containing stationary and moving objects did indeed result in a higher change 

detection performance than no spatial configurations thus ruling out the alternative explanation 

that spatial configurations might not be encoded in mixed scenes at all.  

Interestingly, the formation of the single spatial configuration did not show interference 

effects due to perceptual grouping. Performance with full configurations showing stationary and 

moving objects simultaneously in the present experiment did not differ from the full 

configuration conditions of Experiment 1a where either stationary or moving objects were 

shown. Therefore, it seems that spatiotemporal information does not serve as perceptual 

grouping cues like line segments did (Jiang et al., 2004). This might be due to the fact that line 

segments create a perceptual grouping instantly while spatiotemporal information include the 
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temporal dimension, that is it takes some time to divide the visual input into separate groups on 

the basis of spatiotemporal information. 

The present results replicated the findings of Experiment 1a that the pure presence of 

more spatial anchors during the probing phase cannot explain the effect of higher change 

detection performance with full configurations compared to no spatial configurations. For all 

partial spatial configuration conditions presented in the experiment, we observed change 

detection performances that were not higher than without spatial configurations.  

When participants tried to detect a location change of a stationary probe with partial 

dynamic spatial configurations, they showed a surprisingly low change detection performance 

that was even below the change detection performance of stationary probes without spatial 

configurations. One might argue that the moving squares around the stationary probed square 

captured attention by their motion onset (Abrams & Christ, 2003) and reduced the resources 

available for the location change detection task, thus reducing performance compared with the 

partial static and no conditions. However, these moving squares were also present with full 

spatial configurations where change detection performance was highest, thus precluding a simple 

attentional capture explanation. An alternative and plausible explanation for the low performance 

is that the moving objects increased the spatial uncertainty of the stationary probed object’s 

location by the process of induced motion (e.g., Duncker, 1929). This in turn results in a reduced 

location change detection performance for the probed object. If the full spatial configuration is 

present, it serves as reference for the spatial location of the probed object, thus increasing 

location change detection performance. 

During the encoding of the mixed scenes, participants never knew whether a stationary or 

moving object would be probed in the probing phase. Nonetheless, location changes of moving 
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probes were detected less accurately than location changes of stationary probes. This indicates 

that locations of moving objects might be less accurately represented in VSTM than locations of 

stationary objects.  

 

General Discussion 

Previous research demonstrated that locations of multiple static objects are represented 

on the basis of their global spatial configuration in VSTM (e.g., Jiang et al., 2004; Jiang et al., 

2000). Once objects move, they form a dynamic spatial configuration that changes continually 

over time. To date there has been no research on the representation of such dynamic spatial 

configurations in VSTM. There is some evidence from the literature on attentional processes 

within the multiple object tracking paradigm suggesting that dynamic spatial configurations in 

dynamic scenes are used to guide visual attention (e.g., Fehd & Seiffert, 2008; Huff et al., 2009; 

Yantis, 1992). With the present set of experiments, we tested the hypothesis that dynamic spatial 

configurations are represented in VSTM, and we characterized some aspects of this 

representation. 

The main finding of our experiments is that dynamic spatial configurations are 

represented in VSTM including detailed spatiotemporal information. Across all of our 

experiments, we observed a location change detection benefit when the full spatial configuration 

was present in the probing phase. Global spatial configurations are therefore not only an 

important feature of VSTM representations of static objects that are presented simultaneously 

(Jiang et al., 2004; Jiang et al., 2000; see also the static scene conditions in our Experiments 1a 

and 1b) or sequentially (Blalock & Clegg, 2010) but are essential for the representation of 

locations of dynamic objects with varying spatial inter-object relations over time. Besides 
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demonstrating a spatiotemporal representation in VSTM, this provides further evidence for the 

enormous role of global spatial configurations for VSTM representations. Using distorted spatial 

configurations in the probing phase, we tried to discourage the encoding of spatial configurations 

in the first place. The pattern of results, namely a performance benefit for full spatial 

configurations, was not changed, thus replicating the strong tendency to encode static spatial 

configurations (Jiang et al., 2000) and extending those findings by showing a strong tendency for 

the encoding of dynamic spatial configurations. 

In all our experiments, we ruled out an anchoring hypothesis as performance with partial 

spatial configurations never did reliably exceed performance without spatial configurations. 

Even the presence of four out of six objects in some partial conditions of Experiment 4 did not 

increase performance. In addition, we demonstrated in a control experiment within our lab that 

the introduction of articulatory suppression does not change the pattern of results of Experiment 

1a. We can therefore be confident that our effects are truly caused by the representation of 

dynamic spatial configurations in VSTM. 

Static and Dynamic Spatial Configurations: One System? 

Having shown that dynamic spatial configurations are represented in VSTM raises the 

question whether it is one system or two separate subsystems that underlie the representations of 

static and dynamic spatial configurations. Considering previous studies on the representation of 

static and dynamic content in general, both accounts seem plausible. A developmental 

dissociation for static and dynamic information suggests a separation of visual memory into a 

static and dynamic subsystem (Pickering et al., 2001). A separation of spatiotemporal and 

location information is also supported by studies on observed actions (Wood, 2007) and the 

architecture of visual working memory (Wood, 2011) using a dual-task paradigm. Those results 
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show the existence of three separate buffers specialized on spatiotemporal, feature, and view-

dependent snapshot information. While dynamic configurations might be stored in the 

spatiotemporal component, static configurations might be stored in a snapshot-like form. 

However, some mental representations might be dynamic in nature by incorporating a temporal 

dimension (Freyd, 1987). From this perspective, static representations are special cases of 

dynamic representations that in turn would suggest the representation in the same system. 

There is accumulating evidence across our experiments that suggest the existence of one 

system for the representation of static and dynamic spatial configurations. We demonstrated that 

stationary and moving objects in a mixed scene are combined into a single spatial configuration 

instead of two separate spatial configurations according to the objects’ motion. This precludes a 

strong separation hypothesis predicting the separate representation of static and dynamic objects 

and therefore the formation of separate spatial configurations. Certainly, a weak separation 

hypothesis could still account for our results of Experiment 4 by stating that the separation is not 

based on the dynamics of the individual objects forming the spatial configuration but based on 

the presence of varying spatial inter-object relations over time. From this perspective, we studied 

the dynamic subsystem with our mixed scenes because the presence of some moving objects 

caused varying spatial inter-object relations over time thus forming a dynamic spatial 

configuration. However, we also demonstrated that the memory representation of dynamic 

spatial configurations can be accessed with missing spatiotemporal cues during memory retrieval 

in the probing phase. Therefore, such a dynamic subsystem can handle missing spatiotemporal 

cues. To assume an additional static subsystem doing exactly the same thing would suggest that 

VSTM is organized inefficiently, which seems unlikely. Therefore, we propose the existence of 

one system responsible for the representation of static and dynamic spatial configurations. An 
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interesting consequence of this proposal is the implication that the role of spatial configurations 

studied in static contexts is a special case of the role of spatial configurations in dynamic 

contexts.  

This one system view is also in line with other results from our experiments. As static 

and dynamic spatial configurations are represented in one system, it is plausible that we observed 

a comparable effect of spatial configurations for static and dynamic scenes. Furthermore, there 

was evidence that both static and dynamic spatial configurations are encoded even if discouraged 

by the presence of distorted configurations, and we found for both configurations that the global 

spatial layout is encoded in VSTM; that is, partial spatial configurations were never sufficient to 

improve location change detection performance. 

Even though we observed the above mentioned similarities between static and dynamic 

configurations, there was also an important difference in scene dynamics observed across the 

experiments. Mean location change detection performance for the probed objects was lower for 

dynamic than static scenes. As the effect of spatial configurations was not affected by scene 

dynamics, this difference is unlikely caused by a differential representation of the global spatial 

configuration for static and dynamic scenes. Therefore, it does not preclude our one system view 

of the representation of static and dynamic spatial configurations proposed above. 

The lower performance with dynamic scenes might rather be explained in terms of the 

precision of the memory representation, processes of memory retrieval for the individual object 

locations, and the task requiring the binding of motion to locations for dynamic scenes only. 

Location changes of moving objects were detected less efficiently than stationary ones even 

when the participants encoded mixed scenes in which the objects were represented in a single 

spatial configuration. This suggests that moving objects are represented with a higher spatial 
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uncertainty than stationary ones. However, we also found that memory retrieval of a dynamic 

representation was more difficult with a dynamic probe than with a static probe in Experiment 

2b, where the memory representation was identical. The lower performance with dynamic scenes 

can therefore not only be explained in terms of a lower precision of the representation of 

dynamic object locations but also by the effects of memory retrieval. Possibly, the dynamic 

memory representation is distorted into the future due to processes such as representational 

momentum (Freyd & Finke, 1984) causing an error prone process of matching the present time 

of the probing phase to the corresponding time in the memory representation during memory 

retrieval with the dynamic probes used in our experiments. 

There are two limitations to the above discussed one system view. First, our one system 

view is valid for the configurational processing of static and dynamic stimuli. Our results are not 

necessarily valid for the processing of static and dynamic stimuli in general or other types of 

spatial and spatiotemporal information. Indeed, there is previous research that demonstrated the 

separation of spatial and spatiotemporal information in other settings (Pickering et al., 2001; 

Smyth et al., 1988; Smyth & Pendleton, 1989, 1990; Wood, 2007, 2011). However, our results 

could also be reconciled with the findings of Wood (2011) by either assuming that our stimuli 

are always stored in the spatiotemporal component of VSTM or by assuming that the view-

dependent snapshot component is not completely static but that it includes some kind of temporal 

buffer. Second, without having tested a broad range of different and realistic dynamic stimuli we 

do not know whether our results on dynamic spatial configurations generalize to different kinds 

of dynamic events. However, previous research suggests that simple movements and more 

complex observed actions compete for limited resources and are therefore processed in the same 

system (see Experiment 3b of Wood, 2011). Although there are no empirical results on the 
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configurational processing of complex dynamic stimuli like observed actions, this gives a first 

indication that our results might generalize to other dynamic stimuli. 

Implications for Research on Dynamic Scenes 

With our demonstration that dynamic spatial configurations are represented in VSTM, we 

provide additional evidence to a growing body of literature emphasizing that not only spatial 

features but also spatiotemporal features are important for visual information processing. For 

example, spatiotemporal features cause a memory distortion through representational momentum 

(Freyd & Finke, 1984), are used to establish object correspondence across displacements (e.g., 

Kahneman, Treisman, & Gibbs, 1992; Mitroff & Alvarez, 2007; see also Hollingworth & 

Franconeri, 2009), are stored in a short-lived visual buffer (Smith, Mollon, Bhardwaj, & 

Smithson, 2011), are part of the long-term memory representation of dynamic scenes (Matthews, 

Benjamin, & Osborne, 2007), predict the segmentation of ongoing activity into events (Zacks, 

2004), and are utilized when three or fewer objects are tracked with visual attention (Fencsik, 

Klieger, & Horowitz, 2007; Iordanescu, Grabowecky, & Suzuki, 2009) but not when four objects 

are tracked (Fencsik et al., 2007; Horowitz, Birnkrant, Fencsik, Tran, & Wolfe, 2006; Keane & 

Pylyshyn, 2006). The importance of spatiotemporal features is not very surprising considering 

that almost any object in the environment is capable of location changes through internal or 

external forces.  

The concept of dynamic spatial configurations in VSTM established with our 

experiments does not only add new information to the existing body of research but might also 

prove useful as a parsimonious explanation of current findings. A recent study examined the 

relationship between VSTM and object files (Hollingworth & Rasmussen, 2010) by studying the 

binding of object features to locations and the updating of these bindings through object motion. 
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Participants saw a layout of stationary empty squares that were briefly colored. After a short 

interval, they moved to new locations such that they formed the same original layout as the start 

locations with the objects swapping locations within the layout and creating an updated layout. 

Participants had to detect a color change with the colors shown in the original layout, updated 

layout, or a random layout matching neither one. As performance with the updated layout was 

better than the random layout, feature-location bindings were updated through object motion. 

However, performance with the original layout was even better than with the updated layout. 

Based on these results, the existence of two systems of object-position bindings was proposed: 

first, an object-file system that is sensitive to object motion with a low precision of bound feature 

representations, and second, a system that is insensitive to object motion representing positions 

in a static spatial configuration and binding object features to locations with a higher precision. 

The latter is consistent with the findings of Jiang et al. (2000). As our results suggest that static 

spatial configurations are a special case of dynamic spatial configurations, there might be an 

alternative explanation to this two systems approach that is more parsimonious. This approach is 

based on the second system of Hollingworth and Rasmussen (2010). However, we propose that 

this system might actually be organized spatiotemporally such that object-position bindings are 

based on dynamic spatial configurations in VSTM. The two systems approach and dynamic 

spatial configurations approach can be tested against one another in future research by explicitly 

varying the availability of non-probed squares in the probing phase. The dynamic spatial 

configurations approach predicts a drop of color change detection performance with the original 

and updated layouts if some non-probed objects are removed, thus destroying the spatial 

configuration in the probing phase. According to the two systems approach, performance with 
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the original layout but not the updated layout should decrease as only the system responsible for 

the higher performance with the original layout is based on a static spatial configuration. 

When tracking multiple objects with visual attention, observers spontaneously adopt a 

grouping strategy (Yantis, 1992); that is, they track the group of target objects rather than the 

targets individually. The same was true for the memory of individual object locations in our 

present experiments; that is, observers memorized their dynamic spatial configuration. This 

could indicate that target grouping and the formation of dynamic spatial configurations in VSTM 

are based on the same mechanisms and could provide further evidence for the role of VSTM in 

multiple object tracking (Makovski & Jiang, 2009). Therefore, research on attentive tracking and 

the memory of dynamic spatial configurations might benefit from one another. On the one hand, 

pre-loading VSTM with a dynamic spatial configuration might reduce tracking performance for 

grouped but not ungrouped target motion. This would provide further evidence for the role of 

VSTM in multiple object tracking and the processes employed during tracking. On the other 

hand, previous findings on target grouping might hold true for dynamic spatial configurations. In 

particular, it has been shown that tracking performance decreases when target motion causes a 

collapse of the higher order object formed by the target objects. It would be interesting to see 

whether this result generalizes to the representation of dynamic spatial configurations, as it 

would give information on the restrictions of their formation.  

With the present set of experiments, we studied short dynamic scenes of 400 ms to link 

the findings to previous research on VSTM. In the daily environment, one faces dynamic scenes 

far longer in duration than the scenes we tested in the present experiments. When watching 

longer dynamic scenes, observers usually segment them into meaningful events (see Zacks, 

Speer, Swallow, Braver, & Reynolds, 2007, for a review) and this segmentation behavior has 
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distinct influence on memory. Memory for an object is better if it occurred in the current rather 

than the previous event with time from perception to test being controlled (Swallow, Zacks, & 

Abrams, 2009). This effect is caused by the updating of memory contents whenever a new event 

starts. Movement features of objects have been shown to have a strong influence on the 

perception of distinct events (Zacks, 2004). If objects do not move on distinct linear trajectories 

as in our experiments, but change their directions over time, this should elicit the perception of 

distinct events and an updating of memory contents across these events should occur. Therefore, 

when watching longer dynamic scenes with changes in movement directions, the benefit of 

dynamic spatial configurations reported in the present experiments might only account for 

recognition tests probing contents from currently and not previously perceived events. Such 

results would give further information on the persistence and formation of dynamic spatial 

configurations in VSTM. Certainly, one should also consider the possibility that the perception 

of events could in part be the result of the processing of dynamic spatial configurations. Possibly, 

the change of movement directions causes the need for the formation of a new dynamic spatial 

configuration which in turn causes an updating of memory contents and the perception of an 

event. 

Conclusion 

When objects move in dynamic scenes, they form a spatial configuration that changes 

continually over time. We demonstrated that the dynamic spatial configuration of 400ms clips 

showing six moving squares are represented in VSTM including their spatiotemporal features. 

Stationary and moving objects in mixed scenes were represented in a single spatial configuration. 

We propose that static and dynamic spatial configurations can be represented within the same 
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system and that static spatial configurations were a special case of dynamic spatial 

configurations in our experiments. 
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Appendix 

Hit Rate, False Alarm Rate, Proportion Correct, and Response Times for Hits Across All 

Experiments (Standard Error in Parentheses). 

Experiment 1a 
Spatial 
Configuration 

Hit Rate 
False 

Alarm Rate 
Proportion 

Correct 
Response 

Times in ms 
Dynamic Scene Full .79 (.03) .36 (.03) .71 (.02) 1073 (56) 
 No .56 (.03) .25 (.03) .65 (.01) 1135 (84) 
 Partial .65 (.03) .35 (.03) .65 (.02) 1132 (69) 
Static Scene Full .92 (.02) .23 (.03) .85 (.02)  927 (55) 
 No .80 (.03) .27 (.03) .77 (.02)  977 (64) 
 Partial .75 (.02) .23 (.03) .76 (.02) 1031 (60) 
Experiment 1b      
Dynamic Scene Full .81 (.02) .46 (.03) .68 (.02) 1110 (49) 
 No .52 (.04) .28 (.03) .62 (.02) 1122 (51) 
 Distorted .52 (.03) .30 (.04) .61 (.02) 1250 (67) 
Static Scene Full .91 (.02) .31 (.03) .81 (.02)  934 (38) 
 No .73 (.03) .28 (.03) .73 (.02) 1029 (43) 
 Distorted .56 (.03) .28 (.03) .64 (.02) 1217 (74) 
Experiment 2a      
 Dynamic .85 (.03) .50 (.04) .68 (.02) 1151 (65) 
 Static .59 (.04) .28 (.02) .66 (.02) 1215 (76) 
 No .63 (.03) .31 (.04) .66 (.02) 1242 (73) 
Experiment 2b      
With 
Spatiotemporal 
Cues 

Full .79 (.02) .40 (.02) .69 (.01) 1122 (39) 
No .51 (.03) .25 (.02) .63 (.02) 1138 (53) 
Partial .64 (.03) .32 (.02) .66 (.01) 1203 (53) 

Without 
Spatiotemporal 
Cues 

Full .80 (.02) .36 (.03) .72 (.01) 1111 (53) 
No .70 (.04) .36 (.03) .67 (.02) 1081 (47) 
Partial .69 (.03) .37 (.03) .66 (.02) 1188 (54) 

Experiment 3      
 Full .82 (.02) .39 (.03) .72 (.02)  992 (53) 
 No .57 (.04) .30 (.03) .64 (.02) 1040 (52) 
 Partial Reverse .67 (.03) .33 (.03) .67 (.02) 1068 (59) 
 Partial Orthogonal .68 (.03) .33 (.02) .67 (.02) 1008 (49) 
Experiment 4      
Moving Square Full .88 (.02) .39 (.04) .74 (.02) 1146 (51) 

No .58 (.03) .20 (.02) .69 (.02) 1173 (60) 
Partial Static .63 (.04) .26 (.03) .68 (.02) 1183 (67) 
Partial Dynamic .70 (.04) .29 (.03) .70 (.03) 1171 (48) 

Stationary 
Square 

Full .88 (.03) .23 (.04) .82 (.03) 1153 (44) 
No .73 (.04) .25 (.02) .74 (.02) 1140 (51) 
Partial Static .72 (.04) .21 (.04) .75 (.03) 1110 (52) 
Partial Dynamic .67 (.04) .32 (.05) .68 (.03) 1237 (56) 
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