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The distinction between linguistic and non-linguistic knowledge is particularly relevant because it is
related to the principle of compositionality during sentence comprehension. Hagoort, Hald,
Bastiaansen, and Petersson (2004) challenged the distinction between linguistic and non-linguistic
knowledge. Here, we investigate how linguistic and non-linguistic violations are processed in a setting
adapted from Hagoort et al., whilst in contrast to Hagoort, keeping the critical word identical. In line with
the findings by Hagoort et al., our results showed largest N400 amplitudes for semantic violations
(‘Journeys are stripy’), followed by non-linguistic world-knowledge violations (‘Ladybirds are stripy’)
and contingent sentences (‘Trousers are stripy’), and finally by correct sentences (‘Zebras are stripy’).
Traditional fractional area and relative criterion measures of peak and onset latencies showed no effect
of violation type. Interestingly, the semantic violation condition crossed a fixed criterion earlier than
the word-knowledge violation condition. In conclusion, our data suggests that the question regarding
the distinction between linguistic- and non-linguistic knowledge in terms of language integration
remains open. Implications for future studies addressing the difference between linguistic and non-
linguistic knowledge are discussed.

� 2016 Elsevier Inc. All rights reserved.
1. Introduction

Words are the building blocks of language. However, what
makes human language so fascinating is the ability to express an
unlimited number of thoughts and ideas. Language allows us to
communicate about almost everything, for example, about things
we have experienced in the past, things we would like to happen
in the future, but also about things that will never happen or do
not even exist in this world. In order to do so, we use various syn-
tactic rules that combine the words into sentences. As these rules
typically work on the sentence level, the sentence has often been
regarded as the core unit of language production and comprehen-
sion. Semanticists widely agree that some version of Frege’s (1892)
principle of compositionality must hold (e.g. Pagin & Westerståhl,
2011), according to which the meaning of a complex expression
is a function of the meanings of its parts and the ways they are syn-
tactically combined. However, other sources of knowledge that do
not purely derive from our linguistic knowledge about the meaning
of words or syntactic structures are also accessed during language
comprehension. One prominent source of this type of non-
linguistic knowledge is our knowledge about the world
(Bierwisch, 2007; Hobbs, 2011; Isberner & Richter, 2014;
Jackendoff, 2002; Jackendoff, 2003; Lang & Maienborn, 2011;
Marques, Canessa, & Cappa, 2009; Richter, Schroeder, &
Wöhrmann, 2009). In the past decades a lively discussion has
evolved regarding the question whether linguistic and non-
linguistic sources of knowledge are accessed and integrated
separately during language comprehension or whether they are
processed in an all-in-one step.

Models that assume the principle of compositionality typically
suggest that during meaning composition the semantics of an
expression is derived purely on the basis of our linguistic knowl-
edge (knowledge about word meaning, syntactic structure, etc.),
and is thus separate from the sentence’s truth-value with regard
to our knowledge about the world (Hagoort & van Berkum,
2007). For example, a sentence such as Ladybirds are stripy allows
building a coherent semantic interpretation and is unproblematic
when only taking into account our linguistic knowledge about
the words in the sentence and its syntactic structure. However, if
we additionally take into account our knowledge about the world,
then we must conclude that the sentence is not true, as ladybirds

http://crossmark.crossref.org/dialog/?doi=10.1016/j.bandc.2016.01.001&domain=pdf
http://dx.doi.org/10.1016/j.bandc.2016.01.001
mailto:carolin.dudschig@uni-tuebingen.de
http://dx.doi.org/10.1016/j.bandc.2016.01.001
http://www.sciencedirect.com/science/journal/02782626
http://www.elsevier.com/locate/b&c


C. Dudschig et al. / Brain and Cognition 103 (2016) 38–49 39
in our world typically are dotted and not stripy. In contrast, for a
sentence such as Journeys are stripy, a violation is already indicated
when only taking into account our linguistic knowledge.
Specifically, the adjectival predicate ‘stripy’ demands an argument
of type ‘physical object’, and thus cannot be combined with an
event-denoting expression (i.e. journey) in order to derive a coher-
ent semantic interpretation. That is, violation of a predicates’s
selectional restrictions leads to semantic anomaly, which is to be
distinguished from falsity (world knowledge violation); see, e.g.
Asher (2011).

One straightforward possibility to transfer the Fregean principle
of compositionality into a processing account is thus to assume a
two-step model of language comprehension, as outlined by
Hagoort and van Berkum (2007): In a first step, the meaning of a
sentence is constructed locally, by taking into account the meaning
of the individual words and their syntactic combination. Other
types of knowledge are integrated in a second step of processing.
These other types of global pragmatic knowledge include the com-
prehender’s general world-knowledge, knowledge resulting from
the prior discourse and knowledge about the context of the utter-
ance such as knowledge about the speaker’s identity and gestures.

However, the empirical basis for such a model of sentence com-
prehension is rather controversial. Lattner and Friederici (2003)
showed in an electrophysiological (EEG) study that non-linguistic
information – specifically the information about a speaker’s voice
(male vs. female) and about gender stereotypes – was integrated
rather late during sentence comprehension and occurred after
the initial semantic analysis of a sentence had been completed.
This finding seems to fit well with a two-step model of language
comprehension. In contrast, recent studies question the assump-
tions regarding a separated integration of linguistic and non-
linguistic knowledge during language understanding and instead
suggest a one-step model of comprehension (for a review see:
Hagoort & van Berkum, 2007). Indeed, manifold studies succeeded
in showing that knowledge from various information sources are
taken into account as early as sentence-based linguistic informa-
tion during sentence comprehension. A key study by Hagoort
et al. (2004) investigated whether the brain reflects differences
between processing world-knowledge and semantic violations
during sentence understanding. In order to differentiate between
a one-step and a two-step model of sentence comprehension,
EEG recordings were the central measurements in this study. EEG
recordings typically allows one to measure real-time brain activity,
within a resolution of milliseconds, and consequently are often
used to investigate the precise time-course of cognitive processes
(e.g., Dudschig & Jentzsch, 2008). In Hagoort et al.’s study, partici-
pants read sentences whose first conjunct expressed either a true
statement such as The Dutch trains are yellow (and very crowded),
a world-knowledge violation such as The Dutch trains are white
(and very crowded) or a semantic violation such as The Dutch trains
are sour (and very crowded). Thus, in order to create linguistic vio-
lations, the authors use the selection restriction criterion –
whereby they violate the selection criterion that ‘a predicate
requires an argument whose semantic features match that of its
predicate’ (p. 439) – (see also Warren & McConnell, 2007; for alter-
natives, see, Pylkkänen, Oliveri, & Smart, 2009). For each sentence
the N400 was measured relative to critical word onset (i.e. yellow,
white and sour). The results showed that there was no difference in
the N400 onset or peak latency between the semantic and the
world-knowledge violations. Also the amplitude differences were
rather small – however significant – when comparing the semantic
and the world-knowledge violation conditions. The authors con-
cluded that world-knowledge violations and semantic violations
are integrated in parallel during language comprehension, in con-
trast to what is proposed by two-step-models of language compre-
hension. This study is often referenced as a milestone within
psycholinguistic research by showing that empirically no differ-
ence between integrating linguistic and non-linguistic violations
can be shown. In the following years, this work has been very influ-
ential and built the basis for many psychological theories of lan-
guage understanding suggesting that all types of knowledge
come down to one source (e.g., Filik, 2008; Matsuki et al., 2011;
McRae & Matsuki, 2009; Nieuwland & Kuperberg, 2008). Despite
challenges from linguistic research suggesting that there are seri-
ous grounds for the distinction between linguistic and non-
linguistic knowledge, the N400 results from Hagoort and
colleagues have been widely interpreted as indicating that there
is no evidence from empirical investigations that suggest a pro-
cessing or integration difference.

Given the importance of the results by Hagoort et al. (2004) for
psycholinguistic research, we resume the question whether there
are any indications that comprehenders integrate semantic knowl-
edge and world knowledge in separate time steps during sentence
comprehension. Specifically, we investigated the brain’s responses
to different violation types within sentences. As in the study by
Hagoort and colleagues we used the N400-complex (Kutas &
Hillyard, 1980) as our main measurement and implemented a con-
ceptual replication of the original study with minor – but poten-
tially important - changes in the experimental setup (for
discussion on the value of such replication studies see: Schmidt,
2009). Surprisingly, it is still widely debated what mechanisms
underlie the N400-complex (for a review see Lau, Phillips, &
Poeppel, 2008). An integration view proposes that the N400 reflects
semantic integration processes, whereby the N400 amplitude is
determined by the ease with which the critical word can be
integrated in the specific context (e.g., Brown & Hagoort, 1993).
Alternatively, there is the lexical view of the N400 suggesting that
the N400 reflects non-combinatorial processes and is determined
only by the ease of access to long-term memory representations
that are associated with one particular word in a specific context
(for a review see Kutas & Federmeier, 2000). Independent of the
exact mechanisms underlying the N400 effect, comprehensive
work has investigated the specific parameters influencing the
N400 complex. For example, the N400 is highly sensitive to word
frequency (e.g., Kutas & Hillyard, 1984) and semantic distance
(i.e. word co-occurrence; Van Petten, 2014). In the current study,
we therefore used materials that allowed controlling for these
issues. In line with Hagoort et al.’s study, we used correct sen-
tences (Zebras are stripy), semantically violated sentences (Journeys
are stripy), and sentences violated according to general world
knowledge (Ladybirds are stripy). Importantly, in all our conditions,
the critical words were kept identical. This allowed us to rule out
word-based effects on the N400 complex and thus decreases the
general N400 variance between the conditions, resulting in
increased power to find between-condition differences (see
Barber, Doñamayor, Kutas, & Münte, 2010; Davidson, Hanulikova,
& Indefrey, 2012; Filik, Leuthold, Moxey, & Sanford, 2011;
Hinojosa, Moreno, Casado, Muñoz, & Pozo, 2005). We also used
an increased number of correct filler trials (50%) in order to avoid
a strong bias of the participants in expecting a violated sentence
and developing unnatural reading and comprehension strategies
(see Kretzschmar, Bornkessel-Schlesewsky, & Schlesewsky, 2009).
Additionally, we constructed contingent sentences – such as Trou-
sers are stripy – containing a statement that is true for some mem-
bers of the mentioned category but false for others, in order to
avoid an instant and automated truth-value judgment triggered
merely by the choice of the sentences used here. If there is a differ-
ence between the integration of linguistic and non-linguistic
knowledge as predicted by two-step models of language compre-
hension, we expect differences in the N400 amplitudes and/or
latencies between the semantic-violation and the world-
knowledge violation condition. In contrast, if linguistic and
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non-linguistic sources of knowledge are integrated simultaneously
during comprehension, no such differences should be observed.

As mentioned above, the central conclusions drawn from
Hagoort et al.’s (2004) paper are based on the timing of the N400
complex. In the Hagoort study the onset latencies were calculated
by testing when the violation conditions started to differ from each
other. The difference waveform between the semantic and the
world-knowledge violation condition was calculated and it was
tested at what point in time this difference waveform significantly
started to deviate from zero. The present study aimed at investigat-
ing the difference between semantic and world-knowledge viola-
tions with three main differences to the original study. First, the
critical word was kept identical, in order to reduce word-based
variance that might hide subtle differences between violation con-
ditions. Second, additional correct and contingent sentences were
added to the material in order to avoid biased reading strategies.
Finally, in addition to traditional methods, recently established
methods for detecting significant clusters in the EEG signal and
dealing with the multiple comparisons problem in biological data
(Maris & Oostenveld, 2007) were used in order to draw conclusions
regarding the integration of world- versus semantic knowledge
during sentence comprehension

2. Method

2.1. Participants

Thirty right-handed participants were included in the reported
analysis (Mage = 22.70, SDage = 2.72, range: 19–27, 8 male). All par-
ticipants were native German speakers with normal or corrected to
normal vision. Overall 35 participants were initially tested with
five participants being removed due to excessive EEG artifacts
resulting in a limited number of trials remaining for data process-
ing (<60% of the trials accepted after preprocessing the data).

2.2. Material

Overall 360 German sentences were used in this experiment.
160 critical sentences and 180 filler sentences were constructed.
Additionally 20 sentences were constructed for the practice trials.
The critical sentences were divided into four subgroups. 40 sen-
tences were correct sentences – true condition (e.g. ‘Zebras are
stripy’). 40 sentences were constructed that were true for some
members of the mentioned category – contingent condition (e.g.
‘Trousers are stripy’). 40 sentences were semantically violated –
semantic condition (e.g. ‘Journeys are stripy’). Finally, another set
of 40 sentences contained a world-knowledge violation – world-
knowledge condition (e.g. ‘Ladybirds are stripy’). All sentences con-
sisted of a noun, the copula sein (‘to be’) and an adjective (see
Appendix, Table 1 for example sentences). The filler sentences
were constructed similarly to the critical sentences and contained
only true statements (e.g., ‘Stones are hard’) in order to minimize
the violation/true ratio in the experiment. The words were dis-
played in black on a light gray background. The nouns used in
the experimental sentences were controlled for frequency with
the Leipziger Wortschatzportal, F(3,156) = 1.74, p = .16 (MCorrect =
1895, MContingent = 5364, MSemantic = 3392, MWorldKowledge = 2787).
The critical words were the adjectives; these were identical across
all four conditions and each participant saw each adjective once in
each condition. As a measure of word association between the
noun and the adjective of each sentence, a latent semantic analysis
(LSA; Landauer, Foltz, & Laham, 1998) was conducted using the
LSAfun R-package (Günther, Dudschig, & Kaup, 2014) and
previously established semantic spaces based on lemmatized
newspaper and blog corpora (Günther, Dudschig, & Kaup, 2015).
There was no main effect of LSA similarity between the four
conditions, F(3,156) = 1.44, p = .23 (MCorrect = 0.08, MContingent =
0.06, MSemantic = 0.04, MWorldKowledge = 0.06). Given the rather
small associations resulting from the LSA analyses an additional
word association or predictability test was conducted. Specifically,
as a type of cloze measurement, a sentence completion was con-
ducted with twelve naïve German native speakers (Mage = 24.42,
10 female, all right-handed) that did not take part in the actual
experiment. Participants were provided with the beginning of the
sentence and had to provide five adjectives that came to their mind
to end the sentence (Block & Baldwin, 2010; Bloom & Fischler,
1980; Taylor, 1953). If participants provided the correct adjective
– according to our experimental sentences – this was counted as
a hit, if they provided non-matching adjectives this was counted
as a miss. Subsequently, the percentage of hits was calculated for
each sentence. An ANOVA was conducted showing a clear effect
of experimental condition in this cloze-measurement, F(3,156) =
61.96, p < .001. Between conditions comparison t-tests showed
that the correct sentences were more often completed with the
according final word than contingent sentences, t(78) = 5.60,
p < .001 (MCorrect = 59.79%, MContingent = 19.79%). The contingent
condition also differed from the world-knowledge (MWorldKnowledge =
0.21%), t(78) = 4.32, p < .001, and the semantic violation condition
(MSemantic = 0.00%), t(78) = 4.38, p < .001). Most importantly, the
semantic and the world knowledge condition did not differ
significantly, t(78) = �1.00, p = .32.

2.3. Procedure and design

The experiment took place in a sound-attenuated booth. The
experimental procedure was controlled by E-Prime (Psychology
Software Tools, Inc., Version E-Prime 2.0.10.92; Schneider,
Eschman, & Zuccolotto, 2002). Each trial started with the presenta-
tion of a fixation-cross displayed in the center of the screen for
1500 ms. The words were presented successively in the center of
the screen. Each word was displayed for 300 ms followed by a
300 msblank screen. The lastwordwas followedby a 1000 msblank
screen. In approximately 8% of the trials, comprehension questions
were asked. Participants had to indicate with a button press (n or v
key) whether a statement (e.g., ‘Stones are solid material’) is correct
or not according to the preceding sentence (e.g. ‘Stones are hard’).
These trials were added to keep the participants’ attention to the
sentences. The experiment consisted of one practice block and four
experimental blocks. Each experimental block contained 40 critical
sentences, ten of each condition, and 45 filler sentences. Thereby it
was ensured that critical words did not repeat within a block, in
order to avoid direct word repetitions and that each condition was
equally likely to be presented by the first, the second, the third or
the fourth instance of the critical word. The trial order within each
block was randomized for each participant. Block order was varied
between participants (version 1: 1-2-3-4, version 2: 4-3-2-1, ver-
sion 3: 3-1-4-2, version 4: 2-4-1-3).

3. Electrophysiological measures

3.1. EEG recording

EEG activity was recorded continuously from 70 electrodes
using a BioSemi EEG system. The location of the electrodes are as
follows: midline electrodes (Fpz, AFz, Fz, FCz, Cz, CPz, Pz, POz,
Oz, and Iz); left hemisphere electrodes (IO1, Fp1, AF3, AF7, F1, F3,
F5, F7, F9, FC1, FC3, FC5, FT7, C1, C3, C5, M1, T7, CP1, CP3, CP5,
TP7, P1, P3, P5, P7, P9, PO3, PO7, O1) and the homologue electrodes
in the right hemisphere. Two additional electrodes (CommonMode
Sense [CMS] active electrode and Drive Right Leg [DRL] passive
electrode) were used as reference and ground electrodes, respec-
tively (cf., www.biosemi/faq/cms&drl.htm). Vertical electroocular
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(vEOG) and horizontal EOG (hEOG) waveforms were calculated off-
line as follows: vEOG(t) = Fp1(t) minus IO1(t) and hEOG(t) = F9(t)
minus F10(t). The sampling rate for the EEG and electrooculogram
(EOG) recordings was 256 Hz.
3.2. EEG analysis

All ERP analysis was performed using available MATLAB tool-
boxes (EEGLAB: Delorme & Makeig, 2004; FieldTrip: Oostenveld,
Fries, Maris, & Schoffelen, 2011) and custom MATLAB scripts. The
analysis epoch started 1000 ms prior to the onset of the critical
word and lasted 3 s. Off-line, all EEG channels were recalculated
to an average mastoid reference and high-pass filtered (Butter-
worth IIR: 0.1 Hz, 36 dB/oct). Next, using a procedure similar to
that described by Nolan, Whelan, and Reilly (2010), (ocular) arti-
facts were removed and EEG data were corrected. This procedure
included a number of successive steps as described next. A prede-
fined z-score threshold of ±3 was used to identify outliers relating
to channels, epochs, independent components, and single-channels
in single-epochs. In the first step, epochs containing extreme val-
ues in single electrodes (e.g., amplifier blockings, values larger
±1000 lV in any electrode) were removed, as were trials contain-
ing values exceeding ±75 lV in multiple electrodes that were not
related to protypical eye movement artifacts. Secondly, z-scored
variance measures were calculated for all electrodes, and noisy
EEG electrodes (z-score > ±3) were removed if their activity was
uncorrelated to EOG activity. Thirdly, this ‘‘cleaned” EEG data set
was subjected to a spatial independent components analysis
(ICA) based on the infomax algorithm (Bell & Sejnowski, 1995;
Jung et al., 2000). ICA components representing ocular activity
(blinks and horizontal eye movements) were automatically identi-
fied using z-scored measures of the absolute correlation between
the ICA component and the recorded hEOG and vEOG activity,
respectively, and confirmed by visual inspection before being
removed from the EEG data set. Fourthly, previously removed
noisy channels were interpolated in the ICA-cleaned EEG data set
using the average EEG activity of adjacent uncontaminated chan-
nels within a specified distance (4 cm, �3–4 neighbors per elec-
trode) in order to ensure a full electrode array for each
participant. Approximately 1.3 electrodes were interpolated per
participants across the whole data set. Following this procedure,
there remained on average 147.73 trials per participant (out of
160; 92.33%). For artifact-free trials, the signal at each electrode
site was averaged separately for each experimental condition,
low-pass filtered (Butterworth IIR: 30 Hz, 36 dB/oct), and aligned
to a 100-ms baseline prior to the onset of the critical word.
Analysis time windows were based on visual inspection of the
grand average ERP data. The mean ERP amplitudes were



250-270 ms 270-290 ms 290-310 ms 310-330 ms

330-350 ms 350-370 ms 370-390 ms 390-410 ms

410-430 ms 430-450 ms 450-470 ms 470-490 ms

490-510 ms 510-530 ms 530-550 ms 550-570 ms

Amplitude (µV)
-2 0 2

Semantic - Correct

Fig. 3. Results of the permutations tests comparing the semantic condition to the correct condition. The black stars indicate the specific electrodes that showed significant
differences between the semantic and the correct condition in the timing interval indicated above the single heads.

42 C. Dudschig et al. / Brain and Cognition 103 (2016) 38–49
determined in the time window from 350 ms to 500 ms (N400
interval1) (Osterhout, Allen, & McLaughlin, 2002; Van Petten &
Kutas, 1990). In order to further investigate the time course of signif-
icant differences between our correct, contingent, world-knowledge
and semantic conditions, three approaches were adopted. First, in
line with Hagoort and colleagues the time point at which the
conditions started to deviate from each other and from the correct
condition was analyzed. We therefore used newly developed
cluster-based permutation tests across 64 scalp electrode sites
within the time interval centered around 400 ms (200–600 ms post
stimulus) with the constraint that at least two adjacent channels
show a significant effect (see Maris & Oostenveld, 2007). These
Montecarlo cluster-based permutation tests (N = 1000) are specifi-
cally designed to deal with multiple comparisons problems resulting
from dense electrode layouts and multiple time-point testing. For
determining significance in the cluster analysis we used two-sided
t-tests with alpha set at 0.05 resulting in an alpha level of 0.025 at
each tail. Second, we tested the N400 component peak latency using
a 50% fractional area measure on the jackknifed waveforms as
recommended by Kiesel, Miller, Jolicœur, and Brisson (2008) and
also implemented a relative criterion method. Third, the time when
1 As some studies use the 300–500 ms post-stimulus time-interval for the N400,
we also analyzed this time-interval, the results statistically fully mirrored the hereby
reported results from the 350 ms to 500 ms time-interval. The same applied to
standard Cz electrode analysis only.
a fixed criterion was crossed by each of the jackknifed waveforms
from the violation conditions was compared. Where appropriate
Greenhouse–Geisser corrected p-values for the repeated measures
of variance are reported.
4. Results

All filler trials were excluded from data analysis. Several
ANOVAs with the factor violation-type (correct, contingent,
semantic vs. world-knowledge) were conducted in order to analyze
the N400 mean amplitudes and latencies.
4.1. Amplitude

The ERP results are displayed in Fig. 1 (and Fig. 8, Appendix).
The ERP analysis was conducted using the mean from central
N400 electrodes (C1, Cz, C2, CP1, CPz, CP2, P1, Pz & P2). The ANOVA
showed a main effect of violation-type, F(3,87) = 16.27, p < .001
(e = 0.90). To further explore this main effect of violation type, sin-
gle comparisons were conducted. There was a significant differ-
ence between the correct and the contingent sentences, F(1,29)
= 6.13, p < .05, as well as between the correct and the world-
knowledge violation sentences, F(1,29) = 8.81, p < .01 and the
correct and the semantic violation sentences, F(1,29) = 32.30,
p < .001. The contingent and world-knowledge violation sentences
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did not differ from each other, F < 1. Finally, both the contingent
and the world-knowledge violation condition differed significantly
from the semantic violation condition, F(1,29) = 24.77, p < .001 and
F(1,29) = 14.59, p < .001, respectively. These findings regarding an
amplitude difference between the semantic and the world-
knowledge violation condition were in line with the original study
by Hagoort et al. (2004).
4.2. Running t-tests

In a first step we implemented the identical analysis as used in
the original paper (see supplemental material in Hagoort et al.,
2004) to investigate the time course of the N400 effect. Running
t-tests were conducted using 25 ms bins moving through the data
by shifting the bin in 10 ms steps starting at 100–600 ms after crit-
ical word onset. The results are displayed in Fig. 2. Most impor-
tantly, the semantic and the world-knowledge condition start to
differentiate at 270 ms if looking in the N400 interval. After conser-
vative Bonferroni-correction this difference was consistently sig-
nificant from 380 ms onwards.
4.3. Permutation tests

We performed analyses using recently developed permutation
tests (Maris & Oostenveld, 2007) in order to investigate the course
of the violation effects. Specifically, we focused on the differences
between the violation conditions and the correct condition. There-
fore, we compared the correct sentences with the contingent, the
world-knowledge and the semantic violation condition. The cluster
based permutation test revealed a significant central-parietal (i.e.
standard N400 topography) difference between the correct and
the semantic condition between 310 and 550 ms relative to stimu-
lus onset (see Fig. 3). In contrast, the difference between the cor-
rect and the world-knowledge condition emerged at 390 ms (see
Fig. 4), and the difference between the contingent condition and
the correct condition around 350 ms (see Fig. 5). Additionally,
when comparing the semantic and the world-knowledge violation
(see Fig. 6) it can be seen that condition differences started to reach
significance around the 390 ms time point. The results with the
significant clusters highlighted are also displayed in the according
difference waveforms in Fig. 7. In direct comparison to Hagoort
et al. (2004) these analyses show a difference between the seman-
tic and the world-knowledge condition emerging around 100 ms
earlier than in the original study.
4.4. Peak and onset latencies

We also analyzed the N400 peak and onset latencies in the time
window between 300 ms and 500 ms on the electrodes previously
selected for the N400 amplitude analysis. First, the peak latencies
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were determined by the fractional mean as suggested by Kiesel
et al. (2008) on the jackknifed data with a 50% fractional area
criterion in the 300–500 ms interval – that was revealed as the
interval of interest by the permutation tests performed (see above).
The boundary for the area analysis was set to 1.5 lV. p-Values
were corrected according to Ulrich and Miller (2001) with Fc =
F/(n � 1)2. The analysis showed no effect of peak latency
(F < 1, MCorrect = 394 ms, MContingent = 395 ms, MSemantic = 407 ms,
MWorldKnowledge = 402 ms). Second, as analysis of onset differences
the relative criterion measure was calculated analogously to the
fractional area calculations, determining the time in point where
50% of the peak amplitude was exceeded in each condition. Again,
there was no effect in timing (F < 1; MCorrect = 330 ms,
MContingent = 325 ms, MSemantic = 322 ms, MWorldKnowledge = 321 ms).
These types of onset analyses were not conducted in the original
study by Hagoort et al. (2004). However, the results are fully in line
with the interpretation of the original study. Finally, a new way of
N400 onset analysis was conducted. Here we determined the time
point when each of the four conditions reached a fixed 2 lV
criterion starting from the peak preceding the N400. This type of
analysis was suggested (personal communication Jeff Miller) given
the large differences in the N400 amplitude between the four con-
ditions, a situation that is typically not ideal for determining com-
ponent onset by the relative criterion method (see also Kiesel et al.,
2008). Additionally, the clear alignment of the four conditions on
the peak before the N400 encourages such an peak to fixed crite-
rion analysis. After jackknife-corrections, the results showed a
trend for the main effect condition, F(3,87) = 2.55, p = .06.
Follow-up comparisons showed that the contingent condition did
not differ from the correct condition (F < 1), the world-knowledge
condition did not differ from the correct condition (F < 1), and
the semantic condition did differ from the correct condition,
F(1,29) = 4.69, p < .05. Most interestingly, the semantic condition
also differed significantly from the world-knowledge condition
with regard to the time point when the 2 lV criterion was reached,
F(1,29) = 4.22, p < .05. Additionally, the semantic condition also
differed from the contingent condition, F(1,29) = 4.88, p < .05.
Taken together the different conducted analyses of N400 onset or
peak latencies report mixed results: On the one side, the traditional
methods (i.e. fractional area and relative criterion) taking the peak
as the reference point, analyzing backwards show no difference
regarding the N400 onset or peak latency. On the other side, a
new exploratory method shows a difference between the time
point when the semantic and the world-knowledge violation reach
a fixed criterion starting from the peak before the N400. Probably,
these results have to be carefully interpreted. However, they take
into account the current situation with the rather large differences
in amplitude. Moreover, in contrast to the permutation and the
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Fig. 6. Results of the permutations tests comparing the semantic condition to the world-knowledge condition. The black stars indicate the specific electrodes that showed
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running t-tests they also focus on the analysis of a time point,
rather than testing for amplitude differences.
5. Discussion

At present we are far from fully understanding what processes
are involved during sentence comprehension. One important
debate refers to the question of whether all of our knowledge is
integrated in a one-step procedure during sentence comprehen-
sion, or whether linguistic knowledge – that is knowledge about
word meanings and syntactic structures has priority during mean-
ing comprehension, followed by other sources of knowledge, for
example, our world-knowledge, knowledge about the speaker’s
background and other non-linguistic types of knowledge (e.g.,
speakers voice or accent). Hagoort et al. (2004) investigated
whether semantic and world-knowledge violations result in differ-
ent N400 onset latencies during sentence comprehension. They
reported no timing difference regarding the integration of linguis-
tic and non-linguistic knowledge and suggested that these results
point towards a one-step model of language comprehension. To
date this study is often cited as key evidence suggesting that lin-
guistic and non-linguistic sources of knowledge are integrated
simultaneously during language processing. Given the importance
of these findings for all models of language comprehension we
took this question up again and implemented an experimental
setup and analysis methods that allow to shed new light on this
discussion.

Our study was designed with direct reference to the original
study by Hagoort et al. (2004). Thus, our study can be regarded
as a conceptual replication of this very influential study with a
few changes in the experimental setup and the analysis methods
applied. There were two main differences to the original study.
First, in contrast to Hagoort et al. (2004), we used an experimental
setup where the critical word was kept identical between condi-
tions. This allowed us to measure the N400 on the same word in
each violation condition, which has the advantage of reducing
word-based effects on the N400 complex. Second, we used recently
developed nonparametric permutation-based analysis methods
that at the same time are sensitive to picking up differences by tak-
ing into account biophysical constraints in the testing procedure
but also are able to deal with the multiple comparison problem
(see Maris & Oostenveld, 2007). When analyzing standard mea-
sures for component onset – that is the fractional area under the
N400 curve and the relative-criterion peak latency measure – no
differences in onset latencies were observed. This finding is in line
with the conclusions drawn in the Hagoort et al. study and can be
interpreted as pointing towards a one-step model of language
comprehension. Interestingly, in the original study a different mea-
sure for onset of the semantic and the world-knowledge violation
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was calculated. Specifically, Hagoort and colleagues compared the
violations conditions by moving a 25 ms bin through the dataset by
means of 10 ms shift and comparing the amplitude means of the
conditions. Here, no difference between the violation conditions
was observed until 480 ms after critical word onset, this result
was interpreted as a lack of difference in component onset. We
implemented the identical analysis and found that the difference
between the semantic and world-knowledge violations occurred
around 270 ms after word onset (380 ms after conservative Bonfer-
roni correction). These results regarding a slightly earlier differen-
tiation between the critical conditions – compared to the original
study – were confirmed when using cluster-based permutation
tests. Taken together both of these analyses indicated that there
is a clear amplitude difference between the semantic and the
world-knowledge violation condition. Critically, standard analyses
of onset or peak timing (as reported above) are typically designed
for situations where there is no large difference in amplitude
between the conditions of interest (Kiesel et al., 2008). Thus, we
performed an additional timing analysis – starting at the peak pre-
ceding the N400 – that should be less sensitive to amplitude differ-
ences. This analysis clearly indicated that the semantic and the
world-knowledge condition differed with regard to the time point
when they crossed a fixed criterion. One might think that these
results suggest that there are specific timing differences between
the integration of linguistic and non-linguistic sources of knowl-
edge during sentence comprehension. However, there are several
issues that need to be discussed before any far-reaching conclu-
sions can be drawn. When taking all types of timing analysis
together, we are now left with a range of partly opposing – and
partly difficult to interpret results. In the following sections we will
discuss these results and their contributions with regard to the
main question of a one-step versus a two-step model of sentence
comprehension in detail.

As mentioned in the introduction, the debate regarding the
exact mechanisms reflected in the N400 complex is ongoing (for
a review see Lau et al., 2008). The lexical view suggests that the
N400 reflects non-combinatorial processes, whilst the integration
view suggests that sentence integration processes are a major con-
tribution to the N400. Strictly speaking, before interpreting any
type of N400 result as evidence for or against the assumption that
linguistic and non-linguistic knowledge sources are taken into
account successively during sentence comprehension, there should
be some consensus on whether the N400 really does reflect
sentence-based integration processes in such an experimental
setup. Critically, it is not fully understood what the N400 complex
reflects in general, and more specifically, it is also an open issue
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which subpart of the complex reflects which process. What is the
critical time point where a potential integration process takes
place? Is it the beginning when the N400 starts to deviate from
the correct condition or is it at the time-point of the N400 peak?
The results of the current study therefore also contribute to the
ongoing discussion about the processes underlying the N400 com-
plex, and its sensitivity – with regard to amplitude, peak latency
and onset latency - to specific types of violation.

Another – but related – issue that needs to be resolved is the
interpretation regarding specific markers for the N400 analysis.
As described above all our conditions show similar peak latencies.
Indeed, it just became of interest within N400 research that the
N400-complex is notably stable regarding its latency. The N400
only responds with amplitude changes rather than with changes
in peak latency to different types of violations or the violation’s
strength (Federmeier & Laszlo, 2009; Kutas & Federmeier, 2011).
However, this observation seems only recently to become a matter
of discussion and a ‘‘fact whose theoretical significance we are just
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with this assumption, our results indicate that the N400 peak
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addition to these traditional timing analyses we performed a
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comparisons when there is a rather large amplitude difference.
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Table 1
Example sentences used in this experiment in the correct, the contingent, the
semantic and the world-knowledge violation conditions.

Example 1
Correct: Chilischoten sind scharf. (Chilies are hot)
Contingent: Suppen sind scharf. (Soups are hot)
World-Knowledge: Erdbeeren sind scharf. (Strawberries are hot)
Semantic: Wolken sind scharf. (Clouds are hot)

Example 2
Correct: Kreise sind rund. (Circles are round)
Contingent: Kuchen sind rund. (Cakes are round)
World-Knowledge: Würfel sind rund. (Dices are round)
Semantic: Geräusche sind rund. (Sounds are round)

Example 3
Correct: Säfte sind flüssig. (Juices are liquid)
Contingent: Medikamente sind flüssig. (Medicines are liquid)
World-Knowledge: Kekse sind flüssig. (Biscuits are liquid)
Semantic: Ängste sind flüssig. (Fears are liquid)

Example 4
Correct: Sprinter sind schnell. (Sprinters are fast)
Contingent: Cabrios sind schnell. (Convertibles are fast)
World-Knowledge: Schnecken sind schnell. (Schnecken sind schnell)
Semantic: Muster sind schnell. (Patterns are fast)
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other conditions did not differ significantly from each other.
Thus, with regard to the starting point of the N400 complex,
namely when it starts to deviate from the correct condition, one
might argue that we did see a difference between the critical con-
ditions in this type of analysis. One might take this as evidence for
two-step models of language comprehension. However, in our
view one has to be very careful with this interpretation. One reason
making interpretation difficult is the finding that the traditional
analysis of onset differences (fractional area and relative-
criterion) clearly did not show any timing differences. Even if this
new method might be the appropriate way of analysis for such sit-
uations where there also exists an amplitude difference, it has to be
treated with care. As long as one does not fully understand which
process underlies the N400 peak time and which process are
involved when the N400 starts to develop, one cannot draw final
conclusions regarding the cause of the observed differences. Still,
in our study we used an experimental setup directly adapted from
Hagoort et al. (2004), we had the same rationale for our analysis –
that was the aim to investigate the time-point when the violation
conditions started to differ from the correct condition – and in
contrast to Hagoort and colleagues we performed more direct tests
of timing. In these tests we did find a difference between the time
when the semantic violation condition and the world-knowledge
violation condition crossed a fixed criterion. We also found
an amplitude difference between the semantic and the
world-knowledge violation condition starting in a time interval
100–200 ms earlier than in the original study by Hagoort and
colleagues. Thus, at the very least our results suggest that the ques-
tion whether linguistic and non-linguistic knowledge are taken
into account successively or simultaneously during sentence com-
prehension is far from settled and should be revisited in future
studies (see also: Milburn, Warren & Dickey, in press; Paczynski
& Kuperberg, 2012).

In order to move on towards answering these questions there
are several routes that can be taken. First, instead of
de-contextualized written sentences more real-life language pro-
cessing should be investigated where participants have a context
about what is communicated and thus might be better or worse
in dealing with specific types of violations (see also: van Berkum,
Hagoort, & Brown, 1999). Additionally, in order to fully understand
whether the N400-effects observed in such studies as in the pre-
sent study represent semantic versus world-knowledge violations
other linguistic manipulations should be introduced. For example,
one could use the negation operator in order to further differenti-
ate the influence of word-based associations on the N400 measure
in contrast to real truth-value violations. For example, the sentence
Ladybirds are not stripy should result in smaller N400 effects than
the sentence Ladybirds are very stripy, if indeed the N400 measure
in such de-contextualized situations reflects sentential integration
processes.
6. Conclusions

What makes language so fascinating is that it allows the com-
bining of words by means of combinatorial rules into an unlimited
number of sentences. A full understanding of how sentence mean-
ing is constructed during comprehension would be a big step for-
ward in understanding how our language system works. In the
past it has been suggested that sentence comprehension takes
place in a one-step fashion, whereby all information – linguistic
and non-linguistic in nature – is integrated simultaneously during
comprehension. Our study, that was specifically designed to
answer such questions by looking at electrophysiological data
and using newly developed analysis methods, – did show a differ-
ence between the processing of semantic and world-knowledge
violations specifically with regard to amplitude. The analysis of
latencies was more ambivalent. There was no difference in tradi-
tional analyses of onset latencies between the semantic and the
world-knowledge violation. Only when considering the time point
when a fixed criterion was crossed was there an indication that the
semantic violation reached this criterion earlier than the world-
knowledge violation, or the correct or contingent condition. These
results indicate that the debate concerning one- versus two-step
models of comprehension must be considered ongoing and should
continue to be a central theme within psycholinguistic research.
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