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Questions

• What are the brain mechanisms accounting 
for compositionality in cognition?
– Here, compositionality means human cognitive 

capability to compose/decompose whole from 
reusable parts.

• Sentences, actions, rules.

• What sorts of brain structures could allow 
consolidation of everyday experiences into 
compositional knowledge and schema?
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プレゼンテーションのノート
We provide cognitive task to the system and the system attempts to achieve the goal of the target task with top-down intentionality.
Then, it encounters with sensory-motor reality and generate dense interactions between the top-down and the bottom-up pathways with accompanying synaptic changes with learning. Because we put certain macroscopic anatomical constraints, structures and mechanisms will be self-organized in specific ways which we expect to find correspondence between the structures and mechanisms in real brains.




Functional Hierarchy

• How can functional hierarchy for 
generating goal-directed actions be 
achieved in brains?
– Both of generating & recognizing 

compositional actions.
– Mental simulation and planning.

• What sorts of bottom-up and top-down 
interactions could take place?  
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部品を自由に組み合わせるための初期pointerをＰＦＣとして、a,b,cのprimitiveのpointerをpremotorにsmの実態をIPL,S1,M1
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Multiple Timescale RNN (MTRNN) Model  
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Tutoring the Sony Humanoid Robot 
for a Set of Goal-Directed Actions

(Yamashita & Tani 2008, Nishimoto & Tani 2009)



Three Different Goal-Directed 
Tasks Are Simultaneously Trained

Task 1

Task 2

Task 3

Interactive Tutoring Video(Yamashita & Tani 2008, Nishimoto & Tani 2009)

プレゼンター
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[[Change the image caption to “Touch with each hand (x4)” and “Touch with both hands x4, x2)”]]



Developmental Interactive 
Tutoring

After the 3rd tutoring (One more)



0 50 100 150 200 250 300

P
C

 V
al

ue

-1.0

-0.5

0.0

0.5

1.0

1.5

Step

0 50 100 150 200 250 300

PC
 V

al
ue

-2

-1

0

1

2

0 50 100 150 200 250 300 350

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0

0 50 100 150 200 250 300 350

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0

0 50 100 150 200 250 300 350

PC
 V

al
ue

-2

-1

0

1

2

Step

0 50 100 150 200 250 300 350

PC
 V

al
ue

-2

-1

0

1

2

PC1
PC2
PC3
PC4

0 50 100 150 200 250 300

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0 Prop1
Prop2
Prop3
Prop4
Vision1
Vision2

0 50 100 150 200 250 300

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0 Prop1
Prop2
Prop3
Prop4
Vision1
Vision2

0 50 100 150 200 250 300

PC
 V

al
ue

-2

-1

0

1

2

Step

0 50 100 150 200 250 300

PC
 V

al
ue

-2

-1

0

1

2

Te
ac

h
G

en
er

at
io

n
Sl

ow
 c

on
te

xt
Fa

st
 c

on
te

xt

Te
ac

h
G

en
er

at
io

n
Sl

ow
 c

on
te

xt
Fa

st
 c

on
te

xt

0 50 100 150 200 250 300

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0

0 50 100 150 200 250 300

M
ot

or
 V

al
ue

0.0

0.2

0.4

0.6

0.8

1.0

Te
ac

h
G

en
er

at
io

n
Sl

ow
 c

on
te

xt
Fa

st
 c

on
te

xt

(a) Task 1 (b) Task 2 (c) Task 3

PC1
PC2
PC3
PC4

All 3 task sequences at the end of the final tutoring session

Kinetic Melody (Luria)
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[[Note that for Task 1, the y-axis label “Fast context” does not line up]]



Free decision initiates unconsciously. 
Benjamin Libet (1983)
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Benjamin Libet asked subjects to flex their fingers whatever time at their will while recording their EEG.
In summary, what he found is that the readiness potential in EEG starts from 500ms to 1000ms before conscious decision. Here is movement onset.
You might ask how to measure the timing of conscious decision, there is a clever way to do which I won’t detail now.



Where is free decision originated from?

• Readiness potential a few hundreds ms before conscious 
decision in pre-SMA (Libet et al, 1985).

• Decision correlated fMRI activities both in PFC and 
parietal several seconds before conscious decision 
(Soon et al, 2008)

?
PFC

Pre-SMA
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Libet found such readiness potential of 500ms before here in pre-SMA and recently Sion found readiness potential of several seconds before in PFC by fMRI.
It looks like “free-will” is originated in PFC and it goes downstream to pre-SMA and finally reach to primary motor to initiate physical action.
But question here is that how free will itself is generated in PFC. Does is require external stimulus, noise, or even some unknown force from God?



Synthetic Neuro-Robotics Experiment

Learning to imitate 
stochastic sequences
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(Namikawa, Nishimoto & Tani, 2010)
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We explored the possible mechanisms by modeling and its robotics experiments.
What we did was a neuro-robotics experiment in which a robot is asked to learn a free-decision task as shown here.
The task is about object manipulation. When object is located in center robot moves it either to left or right and ……………..
The robot learns to imitate the task sequences by utilizing an artificial neural network model built in his brain.



Learning Results

Video



Free Decision by Noise?
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Chaos has self-organized through 
learning
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This graph shows the absolute values of the auto correlation by means of a color scale. 
In the slow dynamics part, long-time correlation is observed.
Actually, by means of this sort of long-time correlation chaos is self-organized in the higher level so as to mimic stochastic action sequences.



“Lesion” Study
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We may say that iteration of free-decision originates from chaos developed in the higher level brain area including PFC.



Free-Decision by Noise or Chaos
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My speculation is that sequences path is already determined unconsciously long time before in the neural state.
The message here is that god should not play with dice. Even free-will might be determined by deterministic physical low.



Environment

Interactions!!

Cortical Chaos 
in the PFC



Unexpected Sensation
by Situation Change

Error!!

Bottom-up Process by Error Regression?
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(Yamashita & Tani, 2011)
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変更 PMvはpremotor
Iacoboni: 
Desmurget Science 2009: Parietal stimulation evoked conscious intention to move without arising mucle movements. Intention evoked in parietal lobe may be related to computation of sensory prediction. 
Mullliken, Musallum & Andersen PNAS 2008, PPC as forward model by single neuron recording of monkeys



Experiment Setup

Robot puts object in right. 

Hold up and down the object 3 times.

Robot puts object in left.

Move the object left and right 3 times.

Cyclic Switching Task

(Yamashita & Tani)

Sudden situation change!!
The object is moved to 
right by experimenters.



Results

Yamashita-Video

• Without error feedback
• With error feedback
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Action Planning and Creation of 
Novel Imagery
(Arie, Endo & Tani, 2009)



Motor Imagery & Goal-Directed Planning

τ= 50.0 
slow time constant

τ= 5.0 
Fast time constant

Primary Cortex

Closed-loop: Mental Imagery
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5 types of trained actions

?

Planning of novel action 
programs

Goal Specified
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[[Right panel: Change to “Starting posture with object standing or lying on the base”. Also remove all instances of  “the” before “the object” for simplicity]]



Mental Imagery with (0.35,0.95)
Video

プレゼンター
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[[Remove all instances of  “the” before “the object”. Also “Knock over object with right arm” and “Hold up object with both arms”. Also, change caption to “Fig. 8. Imaginary sequence generated with the initial state (0.35, 0.95) where the upper panel shows the retinal image and the lower panel the topology preserving map (TPM) population coding in the direction of the head camera.”]]




Mapping of Initial States to Various Actions
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Discussion

Categorizer

Sensory-Motor Flow
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by homunculus
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Dynamic Interactions!!

Emergence of Symbolic
Processes!!

(Tani 1996, Tani 1998)
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In cognitive science, people often assume that there are symbol rep and manipulation in the higher level and there are sensory-motor processing in the lower level by having nice interface or categorizer between them. But, my hypothesis is that equivalence of symbol processes could be developed/self-organized via dynamic interactions between top-down subjective intentionality and the bottom-up sensory-motor reality.



Summary
• Compositionality can be self-organized in 

distributed activities of neuronal dynamics by 
utilizing given network structures (timescale 
differences)

• The compositionality observed here is quite 
“organic”:
– Fluid, Contextual, generalization

• Goal-directed actions are generated adaptively 
by having dense interactions between the top- 
down prediction and the bottom-up error 
regression.
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