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CHAPTER 1

Introduction

Before the discovery of lasers, the lowest reachable temperatures for atoms, e.g. liq-
uid helium, were around 4 Kelvin. At these temperatures, the helium atoms have an
average speed of about 90 m/s [1]. Measurements on such ”hot” samples are difficult
due to the broad velocity distributions, not to mention the poor controllability. Based
on the first proposals for laser cooling in the 1970s [2, 3], the field developed numer-
ous approaches in the 1980s to get cold and trapped atomic samples. This includes
pre-cooling with a Zeeman-slower [4–6], Doppler cooling [7], cooling and trapping in
a magneto-optical trap [8] or breaking the recoil limit by velocity selective coherent
population trapping [9]. Equipped with sophisticated cooling techniques, it was fea-
sible to observe the ”holy grail” of atomic, molecular and optical (AMO) physics, the
Bose-Einstein Condensate (BEC). Nearly a decade after its prediction, the BEC was
measured at JILA in 1995 [10, 11].

Besides investigations and exploitations of principle properties of the BEC such as
observing interferences in BECs [12] or creating an atom laser [13], it was understood
that one can now use non-condensed ultracold atoms, for example in optical lattices
[14], to investigate phase diagrams of Hubbard models [15] and describe the hopping
of atoms in a lattice with on-site interaction. The phase diagrams were mapped out by
probing phase transitions, e.g. from the superfluid to the Mott-Insulator [16]. Due to
the possibilities to manipulate atoms and sophisticated detection methods, ultracold
atoms became a promising and diverse platform for quantum simulation. Addition-
ally, quantum gas microscopy [17] has become a useful tool that allows the imaging
of single atoms and to obtain full control over the system.

Most of the experiments were limited to lattice systems where the interactions hap-
pened only on-site or through second order processes with nearest neighboring sites
[18]. With growing interest towards lattice systems with long-range interactions and
extensions of the Hubbard models, ways had to be found to create interactions across
several sites. One of the possibilities is using magnetic dipolar atoms such as Erbium,
Dysprosium and Chromium [19–22]. Other proposals include dipolar molecules [23]
and Rydberg atoms [24]. Due to the long-ranged interactions that are controllable in
strength and direction, Rydberg atoms have become a prominent candidate. Propos-
als to discover new phases of matter [25] or to probe extensions to Hubbard Hamil-
tonians [26, 27] led to realizations of quantum gas microscopes with Rydberg atoms
[28, 29].
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This Master’s thesis examines the progress of constructing a new experimental
setup to study quantum many body physics with Rydberg atoms. The focus will be
on the design and build-up of a laser system to provide a cooled and trapped sample
of Potassium-39. It is divided into five chapters. Having introduced the achievements
within the ultracold atom community, starting from laser cooling towards quantum
simulation with long-ranged interactions, in the current chapter, Chapter 2 discusses
how long range interactions can be achieved with Rydberg atoms, introduces the pro-
posals that we want to realize in our setup and convey the adaptability of our ex-
perimental apparatus. Chapter 3 gives a semi-classical derivation of light forces and
discusses specific cooling techniques implemented in our laser cooling setup, build-
ing the basis for Chapter 4, where the experimental apparatus is presented. Starting
from the properties of Potassium-39, a full-scale description and characterization of
the laser system, a summary of the vacuum system and a discussion of the cooling
sequence is given. Finally, Chapter 5 concludes this thesis by summarizing the sta-
tus of the experimental construction and by providing an outlook for the future steps
towards a quantum simulator with Rydberg atoms.



CHAPTER 2

Quantum Many-Body Physics with
Rydberg Atoms

The goal of our setup is to create a versatile experimental platform with potassium for
the study of quantum many-body phenomena [30], quantum simulation [31], interac-
tion driven topological phases [32] and investigations of other fundamental questions
of quantum physics such as non-equilibrium dynamics [33].

The many applications that we want to realize in our system come from the flexi-
bilities provided by Rydberg atoms. Rydberg atoms have an electron in a high-lying
electronic state leading to exaggerated properties [24]. The interaction strength of
Rydberg atoms is comparable to ions and about 12 orders of magnitude higher than
ground state atoms [34]. In contrast to ions, the interaction strength can quickly be
switched on and off which is useful for the implementation of quantum gates [35].
In addition to the interaction strength, the interactions can be tuned to be attractive
or repulsive and isotropic or anisotropic. The implementation of Rydberg atoms into
quantum simulators or for quantum information limits the time-scale of the experi-
ment. The timescales of tens of microseconds, due to radiative or black-body induced
decay, are too short to probe motional dynamics. Even though the lifetime increases
for higher principle quantum numbers, the system will remain within the frozen gas
regime [36] throughout the experiment. A way to increase the lifetimes of Rydberg
atoms is to perform the experiments within a cryogenic environment [37]. Realizing
a cryogenic environment for an ultracold experiment is very challenging due tech-
nical difficulties. An alternative is to increase the experimental lifetime through the
use of the so-called Rydberg dressing [38]. Rydberg dressing describes the admixing
of a small fraction of the Rydberg state character to a ground state atom. Therefore,
the Rydberg character is less exaggerated leading to weaker interactions, but still or-
ders of magnitude higher than ground state atoms. On the other hand, the lifetime
of the dressed atoms can be increased by orders of magnitude compared to the bare
Rydberg atom [39, 40]. The small admixture results from the level-shifts due the in-
teracting atoms. For small distances, characterized by the Rydberg blockade [41], the
interaction strength will shift the doubly excited Rydberg state so far out of resonance
that only one Rydberg atom can be excited.

For our experimental platform to remain as simple and as powerful as possible,
we planned to implement several approaches for a quantum simulator. Two exci-
tation schemes will allow for the excitation of Rydberg atoms or Rydberg dressed
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atoms. Detection through an ion detector enables us to probe Rydberg atoms while
quantum gas microscopy with a high-NA objective gives us a sophisticated detection
method. We are going to attempt to employ two loading schemes, the optical lattices
and microtraps giving us the option to probe systems in very different regimes.

The two Rydberg excitation schemes will gives us the possibility to engineer in-
trinsically different interactions. With the one-photon excitation scheme, consisting
of two doubling stages generating UV-light, we can transfer atoms from 4S → nP.
The tunability for the laser system allows us to excite to all states starting from 20P to
ionization. With the valence electron in the p-state, the interactions can be anisotropic
and its strength can be changed with the laser detuning. We can therefore tune the in-
teraction strength depending on the Rydberg state that we are coupling to. The longer
lifetimes and tunable interaction strengths enable us to move outside the frozen gas
regime and study motional dynamics. With the two-photon excitation scheme [42],
we can excite Rydberg atoms. Two lasers, one for the 4S → 5P transition at 405nm
and the 5P → nS/nD transition at 970nm will be needed for this approach. Com-
paring the Rabi frequencies in the case of Rubidium in [43], we know that a Rydberg
dressing scheme will not be possible with the two-photon transition. Instead, we can
use the two-photon scheme to address the isotropic nS-states, leading to isotropic
interactions, or possibly the nD-states for more exotic interaction profiles. With a
high-NA objective, we can do single-site addressing of the Rydberg atoms with the
970nm light.

The detection of the Rydberg atoms will be performed through a quantum gas
microscope [17, 44, 45] with the use of the aforementioned high-NA objective. For de-
structive measurements, we can use an ion detector where presence of Rydberg atoms
can be quickly probed while the actual position will remain unknown. However, the
quantum gas microscope will allow for full detection and control of the system. From
the microscopic images, we will be able to extract the position of the atoms, observe
the dynamics through consecutive shots which allows us to measure correlation func-
tions [46].

The two trapping schemes that we are trying to employ in our setup are optical
lattices and microtraps. Optical lattices have become a standard technique for ultra-
cold atoms experiments. Counter-propagating laser beams create a periodic potential
where the atoms get trapped at the positions of highest or lowest intensity [47]. De-
pending on the beam parameters, one can tune the coupling strength between the
lattice sites relative to the on-site interaction which led to the observation of a super-
fluid to Mott Insulator transition [16]. For optical lattices, the tunneling strength and
the on-site interaction are comparable. In the case of microtraps, referring to optical
dipole traps, the tunneling strength is suppressed and the dynamics of the system are
related to interaction dominated internal degrees of freedom. The advantage of the
microtraps is that they can be loaded after considerably shorter preparation times.
Pushing the cooling sequence to its limits, the loading time could be reduced by one
or two orders of magnitude. In systems where optical lattices and microtraps are both
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feasible, the microtraps will allow us to quickly collect statistics. Fast repetition rates
will make it possible for us to measure entanglement entropy which requires to know
the full reduced density matrix, the dimensions of which grow exponentially with the
system size [48], in our case, the number of atoms in the traps.

There are several experiments that can be realized in our setup. One of the goals
is to observe supersolids [49, 50], a novel phase of matter which is a superfluid that
breaks translation symmetry. Furthermore, recent interest was sparked in probing
topological phases in interacting, driven systems [32, 51]. Given that the proposals
rely on interaction dominated dynamics, these phase transitions could be observed
in our microtraps setups. Within the field of quantum information, we might at-
tempt to create quantum gates [52] with Rydberg atoms. Finally, quantum simulation
will remain one of the most prominent applications of our setup. Quantum magnetic
Ising-like systems with long-range interactions have already been successfully real-
ized [28]. With the rich interaction of Rydberg dressed systems, we attempt to realize
more exotic Hamiltonians including, but not limited to, studies of quantum spin-ice
[53] and frustrated quantum magnets [54].
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CHAPTER 3

Cooling and Trapping with Light

This chapter will discuss key concepts of cooling and trapping of neutral atoms with
light. To this end, we will derive two different types of light forces on a two-level
atom, a conservative and a dissipative force. The treatment shall be brief and concep-
tual but a more rigorous and elaborate treatment of light forces can be found in [55].
With the light forces in mind, we will be able to understand the working principles
of the Zeeman slower, the magneto-optical trap and the grey molasses. These are the
cooling and trapping techniques that are implemented in our setup.

3.1 Light Forces

It can be understood from a simple classical picture that there is a light force for an
atom in a light field. One can imagine an atom with a dipole moment d, either static
or through a non-zero polarizability, in the presence of an electric field E. For such a
scenario the potential will be V = −d ·E. Now, if the electric field is not homogeneous
in space, as for a focused laser beam, we will have a force from the space-dependent
potential. This picture already provides us with intuition for the conservative poten-
tial. Unfortunately the details of the electric field and the dipole are not encompassed
appropriately and we still did not account for a dissipative force. Therefore, we will
resort to a semi-classical derivation of the motion of the center of mass of an atom in
the presence of light. We will limit ourselves to the discussion of a two-level system
were the size of the atoms is much smaller than the wavelength.

Let us start in the Heisenberg picture where the operators depend on time and the
states do not. We want to see the time evolution of the momentum operator p̂ given
by [56]

d

dt
p̂ =

1
i h

[p̂, Ĥ]. (3.1)

The left-hand side of equation (3.1) is the force. Note, that the momentum oper-
ator has no explicit dependence on time. The Hamiltonian in the commutator is the
interaction that couples the ground and the excited state given by

Ĥ =
 h

2

[
0 Ω

Ω∗ 0

]
.

We can now represent the momentum operator as p̂ = −i h∇ which gives us
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〈F̂〉 = Tr(ρ̂F̂) = −
1
2
 h
(
∇Ωρ12 +∇Ω∗ρ21

)
. (3.2)

Let us note at this point that we can rewrite the average force in terms of the
susceptibility χ = ρ21

Ω
such that the force equals

〈F̂〉 = 1
4
 hΩ∗∇Ω

ρ12

Ω∗ +
1
4
 hΩ∇Ω∗ρ21

Ω

=  h∇|Ω|2Re
(ρ21

Ω

)
︸ ︷︷ ︸

reactive force

+
1
2
 h|Ω|2∇φIm

(ρ21

Ω

)
︸ ︷︷ ︸

dissipative force

. . (3.3)

This equation contains two distinct terms. One is a conservative force, also called
the reactive force, that we could understand from our previous simple picture. It de-
pends on the gradient of the electric field and on the real part of the susceptibility.
The second term on the other hand depends on the imaginary part of the suscep-
tibility and on the change in the phase. It will be clear later that this represents a
dissipative force. In order to further investigate the two terms in equation (3.3), we
should know the coherence ρ21 in terms of the Rabi frequency Ω, the detuning ∆ and
the linewidth Γ .

Optical Bloch Equations

We can write the time evolution of the density matrix for a two-level atom with a
linewidth Γ in the presence of the light field as follows [57]:

ρ̇11 =
iΩ

2
(ρ21 − ρ12) + Γρ22 (3.4)

ρ̇22 =
iΩ

2
(ρ12 − ρ21) − Γρ22 (3.5)

ρ̇12 =
iΩ

2
(ρ22 − ρ11) − (

Γ

2
+ i∆)ρ21 (3.6)

ρ̇21 =
iΩ

2
(ρ11 − ρ22) − (

Γ

2
− i∆)ρ12. (3.7)

The terms that contain the scattering rate have been introduced phenomenolog-
ically and result from the fact that the excited state has a certain lifetime associated
with it. Treating the two-level system as an open system, implying a coupling to the
surroundings, will suffice to get these equations. Looking at these systems in steady-
state (ρ̇ij = 0), we get

ρ21 = −i
Ω

Γ

1 + 2i∆
Γ

1 + ( 2∆
Γ
)2 + 2(Ω2

Γ 2 )
, ρ22 =

Ω2/Γ 2

1 + ( 2∆
Γ
)2 + 2(Ω2

Γ 2 )
. (3.8)

Since the light forces are given in terms of Re(ρ21) and Im(ρ21), and by noting that
ρ12 = ρ∗

21, we can rewrite the light forces in the following fashion [58]
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〈F̂〉 = −
 h∆

4

(
∇|Ω|2

∆2 + Γ 2/4 +Ω2/2

)
︸ ︷︷ ︸

reactive force

+
Γ

2
 h∇φ

(
Ω2

∆2 + Γ 2/4 +Ω2/2

)
︸ ︷︷ ︸

dissipative force

.
(3.9)

Now that we have brought the light forces into a form that is more comfortable to
work with as expressed in experimental parameters more intuitive to us, let us look
into the different force terms individually.

Dipole Force

The first thing that we notice about the reactive force term is its conservative char-
acter. The fact that we can write the force as in terms of ∇|Ω|2 tells us that the po-
tential is path-independent and therefore dissipation is not present. Surely, if the
Rabi-frequency is constant in space e.g. a plane wave, the conservative force will not
be present. In the limit of far detuning where ∆ � Ω, we get the dipole force [59]

Fdip = − h
∇|Ω|2

4∆
. (3.10)

In the case of red detuning (∆ > 0), we see that a potential minimum exists at
the highest intensity. For blue-detuning, the force will be repulsive. Thus, one can
use the dipole force for trapping atoms, molecules [60–62] or even macroscopic [63]
objects. It is worthwhile mentioning that the second term in equation (3.9) scales
with 1/∆2 and thus will be neglected for large detuning. Of practical relevance for
the implementation is the potential depth of the dipole trap in comparison to the
scattering rate. While the dipole force potential scales with |Ω|2/∆, the scattering rate
goes as |Ω|2/∆2. Thus, one should choose very high detuning as long as one can
provide enough intensity. Using the dipole force to trap or even manipulate atoms
[64] is powerful tool but one needs to get the atoms to a trappable temperature first.

Scattering Force

As already mentioned, the dipole potential will vanish in the case of a plain wave. For
this scenario, we have that ∇φ = k. Equation (3.3) can after some algebra be written
as

Fspon =
Γ

2
 hk · ρ22. (3.11)

It follows that the spontaneous force depends on the linewidth, the recoil momentum
and the population. This dependence can be understood in an intuitive fashion. If
the atom was excited in a purely stimulated fashion, there would be no momentum
transfer as the deexcitation will be in the same direction as the excitation. In average,
the spontaneous decay is not directed and therefore momentum transfer occurs in the
direction of the laser beam. Smaller lifetimes are associated with a bigger linewidth
and therefore a faster rate of momentum transfer. The population plays a role since
more efficient transfer of atoms into the excited state results in a higher probability
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for a spontaneous decay. We can define a saturation parameter

s =
Ω2

0/2
∆2 + Γ 2/4

=
I/Is

1 + 4∆2

Γ 2

(3.12)

were I is the intensity and Is is the saturation intensity (Is ≈ 1−10mW/cm2 for alkali
atoms). This representation of the saturation parameter is useful when working with
lasers. Equation (3.11) can be simplified to

Fspon =
Γ

2
 hk

s

s+ 1
. (3.13)

In the limit of s
s+1 −→ 1 for infinite intensity, Fspon −→ Γ

2
 hk. This dissipative scattering

force can be used to cool and trap atoms.

3.2 Zeeman Slower

In order to quickly and efficiently trap a thermal distribution of atoms originating
from an oven, pre-cooling is needed. The problem with laser-cooling a thermal dis-
tribution of atoms is that different velocity classes will see a different detuning given
by

∆ ′ = ∆Laser + kv −
µ ′B
 h

, (3.14)

where the condition for resonant cooling is given by ∆ ′ = 0. With no detuning, we
maximize the spontaneous force and therefore also the deceleration. Once atoms are
being slowed down, the change in the Doppler-shift will cause a detuning unless the
detuning of the laser or the magnetic field is changed simultaneously. In practice, the
two most common ways are changing the laser detuning as a function of time or hav-
ing a spatially dependent magnetic field [5]. The second option can be realized with
with a Zeeman slower.

The Zeeman slower allows us to cool velocities up to a critical velocity vc. The
fastest atoms are being cooled once they see a magnetic field of:

B0 = (∆Laser + kvc)
 h

µ ′ , (3.15)

where µ ′ is the magnetic moment of the transition. Once the atoms become slower,
they are kept in resonance by decreasing the magnetic field. One can write the mag-
netic field as a function of propagation distance z along the beam axis which is given
by

B(z) =
 h

µ ′

(
∆Laser + k

√
v2
c − 2az

)
. (3.16)

where the a is a constant deceleration. Atoms faster than vc will not be cooled. Atoms
with velocity v < vc will be resonantly cooled starting from z =

v2
c−v2

0
2a where the
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maximal deceleration is limited by amax =
 hkΓ
2m . At the end of the Zeeman-slower, the

atoms will mostly be cooled into one velocity class, cold enough to be captured and
further cooled by the magneto-optical trap.

3.3 Magneto-Optical Trap

The MOT is a trapping and cooling method for neutral atoms. The atom can be
trapped by driving transitions between hyperfine states with circular polarized light
that are shifted in the presence of a magnetic field. The simultaneous cooling is done
by the same beams by means of Doppler cooling. The method has been demonstrated
at Bell Laboratories in 1987, where temperatures of 600 µK have been achieved [8].
Still today, the MOT is used in most experiments with ultracold atoms.

Optical Confinement - Restoring Force

In contrast to a dipole trap, the MOT consists of near-resonant counter-propagating
laser beams. Although the Optical Earnshaw theorem1 prohibits optical trapping only
by means of spontaneous scattering force, the spatial coupling to hyperfine states al-
lows for optical confinement. The confinement can be created with the help of mag-
netic fields. For the sake of simplicity, let us consider the case of a simplified atom
cooled on the transition from F = 0 to F = 1. Imagine the transition for an atom from
a ground state of

∣∣F = 0,mF = 0
〉

to
∣∣F = 1,mF = −1, 0, 1

〉
. In the presence of a mag-

netic field the F = 1 manifold will be split. For a weak magnetic field only the linear
Zeeman shift of ∆E = µgFmFB is relevant and also sufficient for this discussion. If the
light is non-resonant with

∣∣0, 0
〉
→

∣∣1, 0
〉

, the transition with the other two hyperfine
states will become resonant for the appropriate magnetic fields. In the figure below,∣∣0, 0

〉
→

∣∣1,−1
〉

becomes resonant for some value z > 0 and
∣∣0, 0

〉
→

∣∣1, 1
〉

for a value
z < 0. If the atoms are at the position where the light is resonant, they will experience
a force towards the center of the trap which effectively generates a restoring force.

Doppler Cooling - Damping Force

Doppler cooling relies on the spontaneous scattering force of counter-propagating
beams. The resulting force will have contributions from each of the individual beams.
An atom moving in this configuration with velocity v will experience a detuning ∆−
kv. Thus, one term in the force with have a ∆−kv contribution and the other one will
have a detuning of ∆+ kv such that the effective force acting on the atom is given by

FDoppler =
 hkΓ

2
I

Is
(

1
1 + 4(∆− kv)2/Γ 2 −

1
1 + 4(∆+ kv)2/Γ 2 ). (3.17)

1The Optical Earnshaw theorem states that spontaneous force alone cannot lead to a stable equilib-
rium [65]
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Figure 3.1 – Working principle of magneto-optical trap. The coils are in the anti-Helmholtz
configuration and the arrows indicate the propagation direction of the beams, shown only
for one axis. The plot displays the energy-levels diagram for a hypothetical atom going from
F = 0 to F = 1. The red wiggly line depicts the transition from the state

∣∣0, 0
〉

to
∣∣1,−1

〉
in the

presence of σ− polarized light accompanied with a photon-kick into the direction of the trap
center. The blue arrow on the z-axis represents the direction of the restoring force.

This term can be linearized around zero velocity. This results in a friction-like term
(for ∆ > 0 ) of the following form

Ffr = −8 hk2∆

Γ

I/Is

1 + (2∆/Γ)2 · v, (3.18)

often called optical molasses [66].

The friction-like force cools the atoms but not to arbitrary low temperatures. As
for every dissipative process, fluctuations are involved that lead to heating. There are
fluctuations in the photon momentum from the spontaneous decay and also in the
direction that the atoms absorb photons from. For very slow atoms (∆Doppler ∼ Γ ), one
can even speak of a random walk in momentum space. The balance between cooling
and heating can heuristically be written as

kBT =
D

αfr

, (3.19)

where D describes the diffusion in momentum space. While on average a random
walk in momentum space will lead to zero momentum, the standard deviation is non-
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zero and can be described by the diffusion. In fact, for an atom in a light field, the
diffusion constant is proportional to the lifetime of the atom in the excited state [67].
The lowest temperature for Doppler cooling, called Doppler temperature TD, occurs
for ∆ = Γ/2 (see equation (3.18)) leading to TD =

 hΓ
2kB

. In potassium, this corresponds
to 145µK for the D1 and the D2 line.

3.4 Grey Molasses

Grey Molasses is a sub-Doppler cooling technique that combines Sisyphus cooling
[68] with a velocity-dependent coupling which has been performed experimentally
for the first time with cesium [69]. In order to understand the working principle of
the grey molasses, let us first turn towards Sisyphus cooling.

Sisyphus Cooling

The first sub-Doppler cooling scheme that was unknowingly employed was Sisyphus
cooling. It came as a surprise to the laser cooling community in the late ’80s to ob-
serve temperatures below the Doppler limit. As a result, models were developed
to explain this behavior [68, 70]. The key features that allow for sub-Doppler cooling
are the multilevel character of atoms in combination with a polarization gradient [68].

A toy model for Sisyphus cooling is depicted in Fig. 3.2a. We consider an atom
that has two ground state levels mJ = −1/2 and mJ = 1/2. This atom moves in a
polarization gradient that is made up of two counter-propagating beams with linear
and orthogonal polarizations (known as lin ⊥ lin). At different positions along the
beam axis, the polarization will change between circular and linear polarizations as
indicted in the figure. The transition of the atom will be from J = 1/2 to J = 3/2.
J = 3/2 is represented by the dashed line to indicate that further resolution of the
level structure is not needed for the discussion.

Let us assume the atom to be in the state |1/2,−1/2〉 with a velocity v at the po-
sition of σ−-polarized light. With this velocity the atom moves in the polarization
landscape. The change in the polarization is connected to a light shift. According to
our toy model seen in Fig. 3.2a, the light shifts have the same magnitude and are
opposite in sign. This does not have to be the case and is subject to the polarization,
the specific transitions, the detuning and intensity of the lasers. During its motion to-
wards a position with σ+ polarization, the atom gains potential energy. Additionally,
as the contribution of σ+-polarized light grows, so does the probability for the atom to
be optically pumped into the state |1/2, 1/2〉. The aforementioned process represents
the conversion of kinetic to potential energy through the changing light shift and ir-
radiation of the potential energy through optical pumping, making up one cooling
cycle. Consecutive cooling cycle lead to an effective damping force on the atom.

In order to compare the temperature limits of Doppler and sub-Doppler cooling,
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we need to resort to equation (3.19). In this discussion, we will only regard depen-
dencies and do not reproduce the exact form. The friction coefficient can intuitively
be understood from the following consideration. The cooling cycle is the most effi-
cient if one cooling cycle happens over the distance of λ/4. In this case the atom gains
the most potential energy before ending up in the low-lying ground state. The poten-
tial energy gain would correspond to the light shift ∆E, which for large detuning is
given by equation (3.10). The potential energy gain happens over a characteristic time
t ∼ 1/Γ . Therefore we can write [68]

dW

dt
= −F · v = −αfr · v2. (3.20)

It follows that

αfr ∼ − hk2∆E

Γeff
. (3.21)

In the case of large detuning (∆ � Γ ), we can tune the level shift to be larger than
the linewidth (∆E ∼ Ω2/∆, Γeff ∼ ΓΩ2/∆2) and in the case of low power (Ω � Γ ),
equation (3.21) turns into

αfr ∼ − hk2∆

Γ
. (3.22)

The diffusion term D remains proportional to the decay rate Γeff. This will eventu-
ally give us the following relation

kBT ∝ Ω2

∆
. (3.23)

Equation (3.23) tell us that for a larger detuning and lower powers, the reachable
temperature can be reduced arbitrarily. In practice, temperatures orders of magnitude
below the Doppler limit and multiples of the recoil temperature Trecoil = ( hk)2/(2mkB)
have been achieved. Once, the regime is reached where single photons become rele-
vant, the semi-classical treatment is not valid anymore and a full quantum mechanical
approach is needed to determine the cooling limit.

At this point, we can turn to an order of magnitude calculation for the capture
velocity. As we already mentioned, the atom picks up the biggest potential energy if
it moves through vc/Γeff ∼ λ/4 before decaying into the other ground state. It follows
that

kvc ∼ Γeff. (3.24)

In contrast to that, the capture velocity of the MOT, referring to the velocity regime
of molasses cooling, is determined by kvc = ∆.

The essential information of our calculation is that the temperature limit and the
capture velocity are much lower for sub-Doppler cooling than for Doppler cooling.
For all practical purposes, Doppler cooling is essential to reach a velocity regime for
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sub-Doppler cooling.

With Sisyphus cooling it is possible to reach sub-Doppler temperatures. The need
for the grey molasses can be questioned if Sisyphus cooling turns out to be so success-
ful. A very practical reason is that the temperatures that were reached with the grey
molasses for Potassium-39 [71] are four times lower than other polarization gradient
cooling schemes [72] which are limited by photon reabsorption [73].

Grey Molasses - Simplified Cooling Mechanism

Grey Molasses, as an alternative sub-Doppler cooling approach has already been
demonstrated for cesium and rubidium nearly two decades ago [69, 74].

In Fig. 3.2b, a simplified example for grey molasses is depicted where the states
are not necessarily hyperfine states and denoted as ”dark” and ”bright”. An atom
in the dark state is being transferred into the bright state through motional coupling.
Once in the bright state, the atom moves up the potential hill caused by a polarization
or intensity gradient and, just as for Sisyphus cooling, kinetic energy is converted
into potential energy before the atom decays back into the dark state. During this
process, the probability to be optically pumped back into the dark state increases
where one cooling cycle is completed. In the following, we discuss the emergence of
the dark states, how the dark and bright state couple motionally and the differences
to Sisyphus cooling with the aim to get a better understanding for the grey molasses
and why it works in a three dimensional setup beyond the simple toy model.

Dark States

Dark states in the sub-Doppler cooling scheme can arise from two different effects.
One of the possibilities is that a forbidden dipole transition renders a state to be dark.
This usually happens for a specific polarization. For an excitation from |F〉 → |F〉 or
|F〉 → |F − 1〉 and sigma polarized light a dark state will be present. To be specific,
let us consider |F,mF = ±F〉. In the case of σ±, the state cannot couple. The second
possibility is that a dark state can occur due to two hyperfine sub-states |1〉 and |2〉
that couple to an excited state |3〉. In the dressed picture, the states |1〉 and |2〉 can be
rewritten into the following form

|Dark〉 = Ω2|1〉−Ω1|2〉√
Ω2

1 +Ω2
2

and |Bright〉 = Ω2|1〉+Ω1|2〉√
Ω2

1 +Ω2
2

, (3.25)

where Ωi are the Rabi frequencies for the state |i〉. For this discussion, it does not
matter whether the states lie in the same hyperfine manifold or not. In the end, a
three-level system that fulfills the Raman condition, namely that the two relative de-
tuning between the transition |1〉 → |3〉 and |2〉 → |3〉 is zero, exhibits a dark state.
Sub-Doppler cooling schemes that make use of two states that come from different
hyperfine manifolds are often referred to Λ-enhanced, while the underlying physics
does not change. However, it is of importance which type of dark state one employs
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in the setup. In order to be independent of the polarization, we are interested in the
dark states that arise from a three-level system.

Without going into the theory of three-level systems, we write down the light-
atom interaction Hamiltonian in the rotating frame:

ĤLA =
 hΩ1

2
|1〉〈3|+

 hΩ2

2
|2〉〈3|+ c.c. (3.26)

From the Hamiltonian it becomes evident that the dark state does not couple to the
bright state and furthermore, the dark state does not couple to couple to light, leading
to the absence of a light shift. If the coupling between the dark and the bright state is
absent, we need to explain how the atom can be transferred into the bright state.

Motional Coupling

The coupling between the dark and the bright state arises from motional coupling
and not from optical pumping which is the case for Sisyphus cooling. Besides the
light-atom interaction, we can introduce the kinetic energy term into our Hamilto-
nian ĤKE = p̂2/2m. Once we introduce the motional degrees of freedom into our
description, we will have to rewrite the bright and dark states to take the following
form [75]

|Dark〉 = Ω2|1,p−  hk〉−Ω1|2,p+  hk〉√
Ω2

1 +Ω2
2

(3.27)

and

|Bright〉 = Ω2|1,p−  hk〉+Ω1|2,p+  hk〉√
Ω2

1 +Ω2
2

. (3.28)

Still, 〈3,p|ĤKE + ĤLA|Dark〉 = 0 but 〈Bright|ĤLA|Dark〉 6= 0. This is simply a result
of ĤKE not being diagonal in the basis of the states. A simple calculation shows that

〈Bright|ĤKE|Dark〉 = − h
2Ω1Ω2

Ω2
1 +Ω2

2

pk

m
. (3.29)

Thus, we reach a coupling between the bright and the dark state that scales with
the velocity while the dark state does not experience a light shift. The dark state
becomes ”truely” dark for the motional coupling, once the atoms at zero velocity.
According to [75], the motional transition probability scales with the square of the
velocity and inversely with the light shift of the bright state. Given that the transition
probability for the bright state increases with the light shift, it is ensured that the
atoms lose kinetic energy.
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(a) (b)

Figure 3.2 – Sisyphus cooling and grey molasses. Comparison between Sisyphus cooling and
grey molasses. The horizontal axis depicts the distance and the according polarization while
the vertical axis marks an arbitrary energy scale. a Two ground states are present. Both of
them couple different to the light according to the polarization. If a moving atom is initially in
the state mJ = −1/2, it will gain potential energy by moving to a position of stronger coupling.
There, it will be transferred to an excited state and spontaneously decay into mJ = 1/2 where
it will repeat the procedure resulting in continuous loss of kinetic energy. b The dark state
does not exhibit any position dependent light shift. An atom in the dark state will have a
velocity and light-shift dependent coupling to the bright state. Just like for Sisyphus cooling,
the atom will move up a potential hill from where it decays into the dark state through optical
pumping. Image adapted from [76].
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CHAPTER 4

Experimental Setup

The experimental realization to cool potassium to sub-Doppler temperatures is sub-
ject of this chapter. At first, the properties of potassium, especially Potassium-39, will
be presented. This will set the basis to discuss the optics setup for laser cooling. We
will start with a general discussion of the laser setup before it will be presented in full
detail. This is followed by a characterization of the laser system, being the main topic
of this thesis. For completeness and as a reference for future work, the vacuum system
will be presented. Based on our findings, we will discuss possible cooling sequences
and considerations for their optimization in the last section.

4.1 Properties of Potassium

The fact that potassium is an alkali atom makes it very reactive. It has three natural
occurring isotopes where two of them are the stable bosonic isotopes Potassium-39
and Potassium-41, and one long-lived fermionic radioisotope Potassium-40. Potas-
sium has a combination of different properties compared to other alkali that make it
the preferable atomic species for this experiment.

Laser cooling - For atoms such as cesium or rubidium, it is harder to derive light for
cooling and repumping from the same beam due to the hyperfine splitting of at least
several GHz. In the case of potassium, the ground state splitting of 461.7MHz can be
bridged by frequency shifts using acousto-optical modulators, simplifying the optical
setup.

UV-Laser - A high power laser system to generate UV-light for potassium is con-
siderably easier than in the case for lithium, the only other alkali with a fermionic
isotope, where the ionization wavelength is around 230nm.

Double Rydberg dressing - The ground state splitting allows us to encode spin
systems through the two dressed hyperfine ground states.

Microtraps - The loading of microtraps with unity-filling might be more efficient for
potassium than for rubidium. There are arguments that suggest that larger light shifts
in potassium increase the probability for the blue shielding [77] to be effective.
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Isotope Nat. abundance [%] Mass [u] Lifetime [y] Nuclear spin
39K 93.2581(44) 38.96370668(20) stable 3/2
40K 0.0117(1) 39.96399848(21) 1.28 x 109 4
41K 6.7302(44) 40.96182576(21) stable 3/2

Table 4.1 – Basic properties of the three natural occurring isotopes in potassium. This table,
adapted from [78], summarizes the most basic properties for the three potassium isotopes of
interest.

Property Symbol Value
Saturation intensity Isat 1.75mW/cm2

Optical properties D1
Frequency ν 389.286058716(62) THz

Wavelength λ 770.108385049(123)nm
Natural linewidth Γ 5.956(11)MHz

Recoil velocity vrec 1.329825973(7) cm/s

Recoil temperature Trec 0.41436702µK
Doppler temperature TD 145µK
Optical properties D2
Frequency ν 391.01617003(12) THz

Wavelength λ 766.700921822(24)nm
Natural linewidth Γ 6.035(11)MHz

Recoil velocity vrec 1.335736144(7) cm/s

Recoil temperature Trec 0.41805837µK
Doppler temperature TD 145µK

Table 4.2 – Optical properties of Potassium-39. The relevant optical properties for the D1 line
and D2 line in Potassium-39. The information in this table has been taken from [78].

Optical Properties of Potassium-39

Like all alkali, potassium can be seen as a hydrogen-like atom with a more massive
nucleus. The energetically lowest lying transitions in Potassium-39 are called the D
lines in the infrared. These transitions are used in our laser cooling schemes. Due to
the coupling of the nuclear spin I to the total electronic angular momentum J, there
is a hyperfine splitting. One can define a new quantum number F = J + I. From the
addition of angular momenta, we know that |I − J| 6 F 6 |I + J| [79]. Since 2P1/2 and
2S1/2 both have J = 1/2, we expect a two-fold splitting with F = 1, 2. In the case of the
D2 line, the excited state can be split into four hyperfine states due to J = 3/2. The
level diagram for the fine states and hyperfine states can be seen in Fig. 4.1.

The transition strengths, as depicted in [67], indicate that laser cooling will be
preferable on the D2 line than on the D1 line. Using circular polarized light on the
D2 transition will lead to at least three times stronger coupling. Additionally, the
transition from |F = 2,mF = ±2〉 to |F ′ = 3,mF ′ = ±3〉 will be the most closed
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transition. Since the grey molasses cannot be performed on the D2 line, the same
considerations need to made on the D1 line. As the transitions strength between |F =
2,mF = 2〉 to |F ′ = 2,mF ′ = 2〉 and |F = 2,mF = 2〉 to |F = 2,mF ′ = 1〉 is comparable, a
strong repumper will be needed.

D1 D2

770.108 nm

F=1 (-288.6 MHz)

F=2 (173.1 MHz) 

F=1 (-34.7 MHz) 

F=2 (20.8 MHz)

2S1/2

2P1/2

766.701 nm

2S1/2

2P3/2

F=1 (-288.6 MHz)

F=2 (173.1 MHz) 

F=0 (-19.4 MHz)
F=1 (-16.1 MHz)
F=2 (-6.7 MHz)

F=3 (14.4 MHz)
δ1C

δ1R

δ2C

δ2R

δZ

Figure 4.1 – Level structure in Potassium-39. The level structure for the D1 line and D2 line in
Potassium-39. The wavelength for the D lines are indicated. The black dashed line represents
the fine states and serves as a reference. The blue and red arrows indicate the laser frequencies
for the transitions used for laser cooling. The specific detunings will be summarized and
discussed in 4.4 and 4.5.

4.2 Laser Cooling Setup

The setup for laser cooling built during this thesis is intended to cool Potassium-39
to sub-Doppler temperatures. Temperatures of 10µK at a phase-space density (PSD)
of 2 · 10−4 have already been achieved in several similar setups such as [71]. Such
temperatures and phase-space densities are a good starting point to load atoms into
dipole traps, either to cool them further by evaporative cooling or to perform experi-
ments with ”hot” atoms in microtraps.

A possible outline to reach such temperatures and PSDs is to decelerate the atoms
from a thermal distribution at 100◦C inside a Zeeman slower to a velocity of a few
meters per second, reducing the temperature of the sample to about 150µK inside the
magneto-optical trap. After that, the compressed MOT (CMOT) with a stronger mag-
netic field gradients can be applied, followed by the grey molasses cooling scheme
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which allows the sample to reach sub-Doppler temperatures.

To realize such a cooling sequence, the laser setup needs to fulfill various crite-
ria. Since we are cooling on different D lines, we require at least two different lasers
and without closed transitions, we need to have cooling and repumping beams. Con-
sidering the power balances at other experiments such as [80], we will need around
240mW of power for all cooling beams. Comparable values will be needed for the
repumper. For the different cooling stages, we will require to adjust the detunings.
Thus, we need to be able to control and tune the laser frequencies of each individual
beam while retaining sufficient laser power. A simplified version of the setup can be
seen in Fig. 4.2.

The setup contains three lasers, two of which are for the cooling of Potassium-39
to reach sub-Doppler temperatures, while the Image-Laser allows us to image our
atomic cloud. All lasers are locked to a spectroscopy cell, enabling us to determine
and stabilize the laser frequency. While only a few milliwatts of power are needed
for the imaging, the MOT-Laser and the GM-Laser need to be amplified by means
of a tapered amplifier. After the amplification, we split the beams from the MOT-
Laser and the GM-Laser to derive the cooling and repumping beams. The beam for
the Zeeman slower also originates from the MOT-Laser. To be able to control all the
beams individually in frequency and amplitude, AOMs are implemented in the setup.
The AOMs allow tunability and switching of individual beams. Beam shutters are an
additional mean to gate all beams independently. After the AOM paths, the cooler
and repumper beams are recombined and then coupled into a fiber. Since we want to
image and cool on all axes, three fibers are needed. The fibers lead to the experimental
table where they are guided to the vacuum chamber. For details of the full optical
setup, see Fig. 4.3 and Fig. 4.4.
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Figure 4.2 – Simplified optics setup for Doppler and sub-Doppler laser cooling. Three lasers
are locked by FM spectroscopy to a crossover transition. The Image-Laser is sent into three
different fibers after being detuned by an AOM. The MOT-Laser and GM-Laser are amplified
by a tapered amplifier. After the amplification, the beams are divided and detuned. A recom-
bination path is required to combine the four different beams for the MOT and grey molasses
before being sent into three fibers.
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Figure 4.3 – Breadboards with MOT-Laser, Image-Laser and recombination. The MOT-Laser
and the Image-Laser both are locked to a spectroscopy cell. The MOT-Laser is amplified and
sent to the upper board while the Image-Laser is detuned with an AOM and sent to the lower
board seen in Fig. 4.4. The MOT-Laser is then split into the cooler (MOTC) and repumper
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Figure 4.4 – Breadboards with the GM-Laser, the Blue Shielding-Laser and fiber coupling of
Image-Laser. On the upper board one can see the locking of the GM-Laser, the amplification
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the other board in Fig. 4.3 for the recombination. On the lower board, one can see how the
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4.2.1 Lasers

The external cavity diode lasers (ECDL) used in our setup for laser cooling are self-
built. The interference-filter-stabilized [81] laser, called linear laser, has feedback
through a low-reflectivity mirror while the Littrow-type laser generates feedback through
a diffraction grating. All lasers are controlled by a current controller (Thorlabs LDC202C)
and a temperature controller (Thorlabs TED200C). In order to prevent wrong polarity
on the laser diode and to decouple modulations from the controller, the laser diode is
connected through a protection board, designed by a former Master’s student.

Linear Laser

The linear lasers (see Fig. 4.5) are used for the D2 transitions in our setup. This in-
cludes the imaging and the MOT light. The light that comes out of the laser diode
passes through an interference-filter (etalon) and gets focused by a lens onto a mirror
that has been mounted on a piezoelectric actuator (piezo). In essence, the laser has
two different resonators, one being the etalon which serves as a coarse selection of the
wavelength while the mode is determined by the cavity between the laser diode and
the mirror. The light that passes through the mirror is collimated by a second lens and
transverses a window.

The optimization of the output power, as well as the wavelength, can be done in-
dividually. It is advised to first optimize the laser power which is easier without the
etalon. In the first step, one should try to collimate the output of the laser diode before
inserting it into the housing. One then tries to optimize the output power by tilting
the mirror holder. For all practical purposes, this is equivalent to reducing the thresh-
old for lasing. After that, the first lens can be moved to focus the light onto the mirror.
These processes need to be done iteratively to fully optimize the output power. The
resulting powers as a function of the current are shown in Fig. 4.7a. The typical in-
crease in power occurs for the two linear lasers. Although the linear lasers have the
same diode, the lasing threshold is considerably different. The reason is that the diode
protection boards have different junction gate field-effect transistors (JFETs). The cur-
rent offset of about 30mA for the JFETs is in agreement with the different specified
zero gate voltage drain currents. During the measurement of the power, it was ob-
served that the image laser has a strong mode-sensitive output power indicated by
this seemingly oscillating behavior seen in Fig. 4.7a. After the power optimization,
the second lens can be set to re-collimate the beam. The insertion of the interference-
filter follows. By tilting it, one can select for the desired wavelength range. With our
interference-filter, a wavelength of 766.7 nm can be achieved at tilt of about 6◦ be-
tween the normal of the grating and the laser beam.

To exclude multi-mode operation of the linear lasers, we generated a beat signal
between two lasers (given by blue curve in Fig. 4.7). We locked one of the lasers onto
the D2 crossover in Potassium-39 while locking the other one to a physical transition
on the D2 line. By overlapping the two lasers and sending them onto a photodi-
ode, one gets a DC contribution as well as an AC contribution. From the addition of
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Figure 4.5 – Render of the linear laser. Two different perspectives of the linear laser with
its most important elements: laser diode (Eagleyard EYP-RWE-0790-04000-0750-SOT01-0000),
piezo (Piezomechanik HPST 150/14-10/12), aspheric lenses (Thorlabs C280TMD-B), etalon
(Laseroptik L-05291), low-reflectivity mirror (Laser components PR780/20/AR), Peltiers (RS
490-1480) and a window (Thorlabs WG11050-B). The components are fixed to an E-shaped
base. Below the aluminium base, one can see the Peltiers as well as a base plate, also made of
aluminium. The housing of the laser is made of acrylic glass to protect the sensitive compo-
nents as well as to isolate the laser from environmental disturbances.

electric fields, we expect the sum-frequency and the difference-frequency for the two
different light fields. The sum frequency lies in the THz and cannot be detected by
a photodiode. Instead the difference-frequency around 200 MHz was be measured
with a fast photodiode (Hamamatsu G7096) and a low-noise amplifier (Kuhne KU
LNA BB 0180 BT). The spectrum analyzer (Anritsu Spectrum Master MS2721B) was
used to detect multi-mode operation in which case we would expect a beating signal
at the mode separation. The spectrum analyzer only showed one peak at a frequency
of about 200 MHz. Besides excluding multi-mode operation, we used the beat signal
in order to measure the linewidth of the linear laser.

According to Fig. 4.7b, we can see that two different models have been applied
to fit the raw data, a Lorentzian and a Gaussian model. It follows that the beat sig-
nal is the convolution of two Gaussian or Lorentzian functions with their respective
linewidth of ∆L = ∆L1 +∆L2 or ∆L =

√
∆L2

1 + ∆L2
2 [82]. For the Lorentzian model, the

linewidth is given by ΓLorentz = 157.04 ± 1.8kHz. In the case of the Gaussian model,
the linewidth is given by ΓGauss = 307.22 ± 2.0kHz. An assumption that was made for
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retrieving these values is that the linewidth of the two lasers are the same. From the
plot, we can clearly see that the Gaussian model reproduces the wings of the data. On
the other hand, the feature around the maximum are not captured well by the Gaus-
sian model. Since the data is very noisy, it is difficult to determine the precise fitting
model. A fit with a Voigt profile almost reproduces the Gaussian profile (and therefore
is not shown). We conclude that the more appropriate model for the laser linewidth
seems to be a Gaussian resulting from technical 1/f-type noise [83].1 At this point
it is worthwhile mentioning that the beat note was measured for two locked lasers
where the lock is not fully optimized. The important result is that a non-optimized
lock leads to linewidth far below the natural linewidth.

Even though the beat signal measurement results in a linewidth far below the nat-
ural linewidth of the cooling transitions, we can perform another measurement to
challenge these results. In contrast to a beat signal, we will now resort to a differ-
ent technique where the assumption that the linewidths are the same is not required.
With an optical spectrum analyzer (Sirah EagleEye), we can lock an individual laser
to a low-finesse cavity. The EagleEye measures a transmission signal from the light
passing through the cavity and locks it at the full width at half maximum (FWHM).
The power noise from the laser on short timescales can be converted into frequency
noise providing us with a value for the linewidth. In order to have a representable
measurement, one needs to make sure that the fit for the Airy function is updated and
that the laser is appropriately coupled into the cavity. We made use of the series mea-
surement provided by the EagleEye collecting at least 80 data points for each laser,
unlocked and locked. The results are summarized in Table 4.3. This measurement
serves two purposes. Knowing the linewidth of the lasers in the unlocked state is a
good reference for quantifying the lock at a later stage. One expects to see a lower
linewidth in the case of a tight lock and an even bigger linewidth for wrong locking
parameters. Second, we are able to check whether assuming the linewidth of two lin-
ear lasers to be the same is justified. For the suitable representation and interpretation
of this data a few remarks need to be made:

• At the time of the beat signal measurement, the lock was not quantified and
therefore the linewidth can be reduced further. For details on the locking and
how the lock was optimized, refer to 4.2.2.

• The EagleEye measurements strongly depend on power fluctuations. In the case
of the MOT-Laser and the GM-Laser, the linewidths have been measured after
the tapered amplifier which also might induce power noise distorting the mea-
surement.

• The results from the EagleEye can be considered tentative. The frequency drift
of unlocked lasers is not accounted for in the EagleEye but is considered for the

1Determining which model to apply is not a trivial task. It has been shown that pure white-noise
leads to a Lorentzian lineshape studied in [84]. Knowledge of the phase noise spectral density will
provide more insight. Measuring this quantity is outside of the scope of this thesis but [85] serves as a
practical and instructive guide into this topic.
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linewidth calculation. This leads to high uncertainties on the linewidth mea-
surement (see Table 4.3). Seeing that the GM-Laser has the lowest uncertainty
and having observed that it drifts less, supports this claim.

The conclusions that we draw from this measurement will remain conservative.
We can observe that the linewidth of the laser in the locked and unlocked case is far
below the natural linewidth and that the linewidth measurement through the beating
and the EagleEye are in the same order of magnitude. The linewidth for the locked
lasers is smaller than for the unlocked lasers but they remain within the error bars.

Littrow Laser

The Littrow laser [86] is used for the grey molasses and for the blue shielding on the
D1 line. Our design is a modified version that originates in the Steck group at the
University of Oregon and has been characterized in [87]. The changes in the design
include going from imperial screws to metric screws and also the housing itself. Con-
trary to the linear laser where the feedback happens through a mirror, the feedback
is generated by a diffraction grating. The first order diffraction from the grating is
coupled back into the laser diode [86] while the zeroth order constitutes the laser out-
put. The advantage of this design is that one can tune the wavelength when tilting
the diffraction grating covering a much larger wavelength range than in the case of
the linear laser. These Littrow-type lasers can be evacuated or purged with argon
possibly leading to more stability. This will not be investigated in this thesis as it is of
less relevance for the laser cooling but might be relevant for the two-photon Rydberg
excitation lasers. From Table 4.3, we can extract that even without purging or evacu-
ating, the linewidth of the GM-Laser is comparable to the linear lasers.

In contrast to the linear laser, the control for the wavelength and the optimiza-
tion of the output power cannot be set independently. Both of these parameters are
adjusted by the position of the grating. The grating is fixed to a grating arm which
can be tilted around the vertical axis with the grating adjustment screw pushing it.
Also, the diode collimation tube can be tilted in the vertical direction with the tilt ad-
justment screws. In practice, one can even achieve this additional degree of freedom
by selecting the position the piezo and sapphire discs are pressing against on grating
arm. When the grating lines are perpendicular to the input beam and the first order
coincides with the incoming beam, the ideal position is found. The general procedure
for setting up the laser is to first tilt the diode such that the polarization is vertical
so that the Brewster window transmits the most power. Then one tilts the grating at
about 45◦. Changing the direction of the diode with the tilt adjustment screws should
result in the first lasing. Adjustment of the collimation tube lens, the grating arm and
the tilt adjustment should suffice to optimize for power and the right wavelength.

While the multi-mode operation was not a problem in the linear laser, it constitutes
a serious issue in the Littrow laser. When getting close to a mode jump, there is a range
where the Littrow laser will lase at two different modes, an unfavorable scenario that
should be avoided by selecting the mode with care. By changing the current, one can
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Figure 4.6 – Render of the Littrow laser. Two different views of the of the Lit-
trow laser with its most important elements: the laser diode (Eagleyard EYP-RWE-0790-
04000-0750-SOT01-0000), diffraction grating (Richardson Gratings 33A78BK02-33H), adjust-
ment screw (Newport 9376-K), sapphire discs (from SITUS Technicals GmbH) and low-
voltage piezo (Piezomechanik PSt150/5x5/7).

set the laser to a stable mode and that is close to the desired frequency. In the next step,
one can change the temperature to reach the desired wavelength and simultaneously
push the other modes as far away from that frequency as possible. The importance
of this will become clear later when the locking of the lasers is discussed where small
changes in the piezo or current can push the laser close to a mode jump. The mode
selection is solely tuned by the temperature and the current. It is an iterative process
and while there is no need to readjust the grating at this stage.

Laser MOT-Laser GM-Laser Image-Laser
Linewidth unlocked [kHz] 263 ± 64 226 ± 26 230 ± 116
Linewidth locked [kHz] 194 ± 39 144 ± 12 105 ± 35

Table 4.3 – Laser linewidths measured by the EagleEye. The MOT-Laser and the GM-Laser
linewidths are measured after the tapered amplifiers, AOMs and recombination. In contrast,
the Image-Laser light does not pass a tapered amplifier.
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Figure 4.7 – Laser output power and beat signal between linear lasers. a Laser power as a
function of the current for the MOT-Laser and the Image-Laser. The lasing threshold can be
seen when a sudden linear increase in the laser power occurs. b Measurement of the linewidth
of two different linear lasers with a beating signal. The raw data from the spectrum analyzer
can be seen in blue while the fitted curves are given by the red (Lorentzian) and the green
(Gaussian) curves. The beating occurs at a frequency of about 200MHz but is shifted to the
origin.

4.2.2 Spectroscopy and Locking

The stability of lasers is crucial for the cooling and trapping of atoms. Drifts in the
laser frequency can lead to heating or inefficient cooling. In order to stabilize the laser
frequency and to detune it, we need to determine the frequency in the first place. To
determine it, one needs a reference. Our wavemeter only has a sensitivity of 100MHz

and thus we make use of a potassium vapor cell. Performing spectroscopy allows us
to create a feedback signal, eliminate frequency drifts and reduce the linewidth of the
laser.

Saturation Absorption Spectroscopy

A way to find atomic transitions by sending light through a vapor cell. By tuning
the laser frequency across a transition, the transmission signal will exhibit dips due
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to the absorption by the atoms. The vapor cell needs to be heated and consequently
the absorption profile experiences an inhomogeneous Doppler-broadening. It can
be described by a Gaussian in one dimension [88] with a FWHM of ∆νDoppler =
1
λ

√
8kBT ·ln(2)

m39K
[89]. Our reference cells are heated to about 65◦C which results in a

FWHM linewidth of approximately 820MHz. To put this into relation, the hyper-
fine splitting of the ground state in Potassium-39 of about 460MHz would still be
detectable while the excited states on the D1 line, separated by 55.5MHz, will not be
resolved. Hence, we need to resort to saturated absorption spectroscopy [88].

In saturation absorption spectroscopy, a Doppler-free spectroscopy, we align beams
transversing the spectroscopy cell in a counter-propagating configuration as can be
seen in Fig. 4.10. By doing so, we see narrow features within the Doppler broad-
ened profile. Without loss of generality, let us consider an atom that has a two-fold
ground state and an excited state. This example is representable for the D2 transition
where the upper four hyperfine states cannot be resolved and are considered as one
transition because the linewidth is comparable to the hyperfine state splitting. The
possible transitions from each ground state occur resonantly at a frequency ν1 and at
ν2. We ramp the laser frequency region that includes ν1 and ν2, where we can treat
the change in the frequency for the incoming beam, called pump beam, and for the
reflected probe beam to be the same. At the frequencies ν1 or ν2, we will observe a
transmission peak. This transmission peak occurs since the pump laser causes ab-
sorption in the atoms for a velocity class v ≈ 0 and saturates the transition, hence the
name saturation absorption spectroscopy. This saturation will not allow for popula-
tion transfer by probe beam which is possible at other frequencies.

In contrast to a simple two-level system, our three-level scenario will leave us with
an additional feature, the crossover transition at the frequency ν = ν1+ν2

2 . For the
crossover frequency, the pump beam will induce transitions from the lower ground
state to the excited state for atoms blue-detuned atoms and transitions from the higher-
lying ground state to the excited state for red-shifted atoms. Since the probe beam is
moving in the opposite direction, we can infer that the transitions are crossed. The
detuning mentioned is caused by atoms of velocity classes v = ±c

2
ν2−ν1
ν1+ν2

. Although
for the same transition the pump beam excites the atoms with velocity v = c

2
ν2−ν1
ν1+ν2

,
the probe beam will excite atoms at v = −c

2
ν2−ν1
ν1+ν2

. This way the pump beam cannot
”take away” atoms from the probe beam and the absorption in the probe beam is
more prominent than in the Doppler-broadened case, leaving a dip in the transmis-
sion profile.

The blue graphs in Fig. 4.8 show the saturation absorption signal for the D lines
in Potassium-39. The frequency scan only shows a small part the whole spectrum. At
this point it is important to clarify that the Doppler-free nature emphasizes the tran-
sitions and crossover within the Doppler-broadened background, it does not mean
that the Doppler-broadening disappears. In Fig. 4.8b, the D2 transition can be iden-
tified. The four excited states in the D2 line cannot be resolved and therefore can be
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seen as one, leaving us with two transitions and a crossover. Contrary to our previ-
ous discussion, one of the transitions seems to exhibit a dip instead of a peak. This
dip is caused by the crossover transition for Potassium-41. As our sample is enriched
with Potassium-41, its crossover feature is enhanced and covers the transition from
the F = 1 ground state. We are using the crossover transition of Potassium-39 for
locking and therefore the signal from Potassium-41 will not be a problem. As for the
D1 line, we are expecting to see nine different features. It can been seen from the plot
that only the crossover transitions are distinguishable. This can be understood from
the higher signal strength of crossover transitions.

Now that we have a spectroscopy signal, we need to lock the lasers. One can see
from the Fig. 4.8, that each feature is symmetric around its extrema. Thus, a feedback
loop cannot know whether the frequency of the laser is above or below the reference
and therefore, the spectroscopy signal needs to be converted into an lockable signal
which is called error signal. Such a signal will be provided by frequency modulation
spectroscopy (FM spectroscopy) [90] discussed in the following.
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Figure 4.8 – Spectroscopy and error signal for the D lines in Potassium-39. The spectroscopy
signal is shown in blue and the error signal from the Lock-In amplifier in green. The peaks rep-
resent actual atomic transitions while the dips are crossovers characteristic for this Doppler-
free spectroscopy. a Spectroscopy on the D1 line. b Spectroscopy on the D2 line.
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FM Spectroscopy

The general configuration to obtain an FM spectroscopy signal is depicted in Fig. 4.10,
the same setup as discussed in 4.2.2. The difference is that the light we sent through
the spectroscopy cell is modulated leading to sidebands. FM spectroscopy amplifies
changes in the spectroscopy signal while suppressing offsets. The laser field with the
additional sidebands is scanned over the transition. The absorption signal is then de-
tected by a photodiode. The signal is post-processed in the electronics by mixing the
modulation signal with the signal from the photodiode.

The generation of sidebands at a frequency ωm is achieved with an electro-optic
modulator, in short EOM. The EOM consists of a non-linear crystal where the refrac-
tive index inside the crystal can be changed with a voltage, resulting in an electric
field on a capacitor around the crystal. By varying the voltage at a frequency ωm, the
effective light field [90] is given by

E(t) = E0e
i(ωct+M·sin(ωmt)), (4.1)

where M represents the modulation strength, E0 is the initial electric field and ωc

represents the carrier frequency of the unmodulated laser. For M = 0 the light field
is unmodulated. In our discussion, we will consider the scenario of weak modulation
M � 1 [91], allowing us to neglect terms bigger than O(M) and to rewrite the electric
field in equation (4.1). Thus, the intensity that will be detected by the photodetector
will have the form

I(t) = E2
0e

−2δ0 [1 + (δ−1 − δ1)M · cos(ωmt) + (φ1 − φ−1 − 2φ0)M · sin(ωmt)]. (4.2)

δi and φi signify the absorption and dispersion in the sideband with index i. An-
other look at equation (4.2) reveals that two relevant contributions are present. The
term proportional to cos(ωmt) represents the absorption and the seconds term pro-
portional to sin(ωmt) contains the dispersions. Because the signal from the photodi-
ode is being mixed with the modulation frequency signal, the constant term in equa-
tion (4.2) becomes irrelevant. It is important to note that the dispersion and absorption
signal depend on the modulation frequency and only differ by a phase of π. This has
the consequence that the mixer becomes relevant to convert the AC signal into a DC
signal and that by changing the phase at the mixer (or by changing the modulation
frequency), we can probe the absorptive or the dispersive part as well as a linear com-
bination of the two. The AC-components that are generated in the mixing process are
filtered by a low-pass filter.

Now that we have discussed the generation of the FM signal, we turn towards its
specific signal shape. In our discussion, as has been mentioned in the previous para-
graph, we will consider only small modulation strengths (M � 1). The parameter
that still is of relevance to our discussion is the modulation frequency ωm and how it
relates to the width Γ the spectral feature. Hereby, we will limit ourselves to the cases
where the modulation frequency is much larger than the spectral feature ωm � Γ and
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the where the two sizes become comparable ωm ≈ Γ . In both cases the absorptive and
the dispersive contribution will be discussed.

ωm � Γ : In the limit where the modulation frequency is much larger than the
feature of interest, the sidebands will independently probe the spectral feature. Dur-
ing the frequency ramp of the carrier frequency ωc the spectral feature is probed. In
the absorptive contribution, the first sideband will reproduce the shape of the satura-
tion absorption signal. Once the second sideband probes the spectral feature, it will
do exactly the same. The phase of π between the sidebands causes the second side-
band to reproduce the spectral feature with the opposite sign compared to the first
sideband (see Fig. 4.9, bottom right). As for the dispersive part, we can again treat
the sidebands to be probing the spectral feature separately. This time, the carrier fre-
quency contributes as well (see equation (4.2)). In our limit, we can therefore state
that the sidebands and the carrier will see the dispersive change independently. The
absorption and dispersion are related through the Kramers-Kronig relations. In the
case of a two-level system the absorptive part is Lorentzian. For this discussion it suf-
fices to say that the dispersive term is similar to a derivative of the Lorentzian but the
exact form can be found in [92]. It follows that the dispersive FM spectroscopy signal
resembles a Pound-Drever-Hall signal (see Fig. 4.9, bottom left).

ωm ≈ Γ : In the limit where the modulation frequency is comparable to the width
of the spectral feature, we cannot assume that the sidebands probe the spectral line
individually. Rather, as the carrier is being scanned over the transition, one sideband
will contribute more to the FM signal (namely the sideband at the frequency of more
absorption) until the other sideband will dominate. Thus, the absorptive part of the
FM signal, like the derivative of the absorption feature, exhibiting the zero-crossing
at the extremum (see Fig. 4.9, upper right). Despite the polarity, the FM signal of
the dispersive part looks similar to the absorptive part. Intuitively, one can imagine
taking the Pound-Drever-Hall signal and squeezing it in the horizontal such that the
central feature is more prominent (see Fig. 4.9, upper left).

The parameters we choose for our setup are in the second regime (ωm ≈ Γ ). In
Table 4.4, the properties of the EOMs are listed. One can gather from the table that the
center frequencies are comparable to the widths of the spectral feature of interest. The
resonance frequency of the EOM for D1 was chosen to be smaller in order to probe
the transitions individually (the crossovers for the D1 differ only by a frequency of
about 30MHz).

The FM signal is shown by the green curves in Fig. 4.8. In agreement with the
previous discussion, they look like derivatives of the blue absorption spectroscopy
curves. While not depicted, a change in the phase will just change the polarity in the
FM signal. By changing the phase, it is possible to also tune the zero offset for the FM
curves. It is not obvious from our data whether we are probing the absorptive or the
dispersive part for FM spectroscopy. A comparison between the upper graphs in Fig.
4.9 tells us that we can determine it from the polarity, the shape and the amplitudes.
While the signal of the absorptive part can never exceed M/2Γ , the dispersive part
can. Therefore when changing the phase the maximal signal will be achieved for the



36 Chapter 4. Experimental Setup

- 30 - 20 - 10 10 20 30

- 1.0

- 0.5

0.5

1.0

- 10 - 5 5 10
R

- 0.5

0.5

M

Absorptive

- 40 - 20 20 40

- 1.5

- 1.0

- 0.5

0.5

1.0

1.5

- 10 - 5 5 10
R

- 1.5

- 1.0

- 0.5

0.5

1.0

1.5

M

Dispersive
ωm/Γ

Dispersion Absorption

2

10

A

R0

A

R0

A

R0

A

R0

Figure 4.9 – FM spectroscopy for a Lorentzian absorption feature. The left-hand side of the
figure contains the FM spectroscopy for the dispersive part and the right-hand side shows
the absorptive contribution. In relation to the previous discussion, the cases ωm/Γ = 1 and
ωm/Γ = 2 are plotted. The y-axes are normalized by A = M/2Γ . The x-axes show the
scanning range where R0 denotes the relative position of the carrier frequency with respect to
the spectral feature in multiples of Γ the width of the spectral feature.

dispersive FM spectroscopy. From the shape of the two spectroscopies we could also
distinguish between the two contributions. Phase fluctuations and noise render it dif-
ficult to identify whether the additional extrema in the dispersive curve are present
in the data. Lastly, the polarity is the easiest and safest to determine which contribu-
tion we are probing. Going back to our graphs in Fig. 4.8 and comparing them to the
theoretical plots, we see from the polarity that the dispersive part is probed (note that
we are plotting the transmission and not absorption in Fig. 4.8).

EOM Center frequency [MHz] Minimal reflection [dB]
MOT-Laser 55.94 -9.96
Image-Laser 53.69 -14.48

GM-Laser 26.59 -8.22

Table 4.4 – EOM properties for FM spectroscopy. The center frequency and the reflection at
the center frequency are listed.
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FM Electronics

We worked with two electronics setups to generate an FM error signal. The first setup
was comprised of separate Mini-Circuit components that were directly connected.
This included the essential components such as the VCO (ZOS-50+), Splitter (ZLW-2),
Mixer (ZFM-3-S+), Amplifier (ZFL-500HLN+) and low-pass filter (BLP-2.5+). With
exception of the amplifier which amplifies the RF signal to the EOM, the build up
is represented by Fig. 4.10. In this configuration, the phase was changing by ad-
justing the cable length between the splitter (or the photodiode) and the mixer. The
Mini-Circuit components are inside a housing that shields crosstalk from the high
frequency components. Even though this design did work, we decided to go for a
Lock-In amplifier on a printed circuit board (PCB).

The Lock-In amplifier was designed by Karsten Förster, the electrical engineer in
our group. The implemented features include an LED indicating signal level changes
from the photodiode and potentiometers to tune the modulation frequency. With
the high frequency shielding in mind, Karsten designed the board to have all low-
frequency components on one side of the PCB, separated from all high-frequency
components. Many RC and LC filters are implemented to filter the power supply
noise or to buffer noise resulting from the board. The advantage of the Lock-In am-
plifier is the high signal strength compared to our previous solution. This can be
accounted to the fact that many amplifiers have been implemented.

Low Pass 
Filter

To PI-Lock

VCO

AmplifierSplitter

Photodiode

EOM Spectroscopy Cell4

Mixer

Figure 4.10 – Schematic setup for the saturation absorption spectroscopy and FM spec-
troscopy. The light from the lasers passes through an EOM where it is modulated. As the
polarization is horizontal, the light is transmitted through the PBS, circular polarized by the
quarter-waveplate and sent through the spectroscopy cell. Then the beam is retroreflected
and sent onto a photodiode. One of the outputs of the photodiode can be used to monitor the
spectroscopy signal. The second output is sent into a mixer. The photodiode signal is mixed
with the same signal derived from a VCO and sent to the EOM. The frequency is chosen to
be the resonance frequency for the EOM and therefore of the sidebands. In the ideal case, the
mixer outputs a 2ωm RF signal and a DC signal where AC contribution is low-pass filtered
and the DC contribution is sent to the PI-Lock Box.
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Laser Locking

It is possible to lock the frequency of the laser with the error signal and a feedback
loop. Laser stability is one prerequisite for any experiment with ultracold atoms. In
the time frame of a measurement, frequency drifts and fluctuations need to be mini-
mal. Let us first introduce the feedback loop and identify the parameters that can be
influenced. This will give us a general idea for optimizing these parameters. It should
be noted that from this discussion, the optimized values will not emerge but instead
it will provide a general understanding of the feedback loop. These are determined
experimentally. A rigorous optimization of the lock can be done through the phase
noise spectral density and a beat between two lasers.

A comparison of the laser linewidth of about 200 kHz for unlocked lasers and the
natural linewidth of our desired transitions of 6MHz tells us that the focus for the
cooling laser lies on the stabilization of the long-term frequency changes, namely
drifts. Yet, as long as the optimization of the laser linewidth does not compromise
the long-term stability, it is our goal to reduce the laser linewidths. This will allow us
to use the same locking strategy for the 4S → 5P transitions in the two-photon Ryd-
berg excitation with a natural linewidth of 150 kHz. While the lineshape of the locked
lasers (see Table 4.3) are comparable to the natural linewidths of this transition, this
will not suffice. For the two-photon Rydberg excitation, the coherences play an im-
portant role demanding the lineshape of the lasers to be as low as possible for the
least laser-induced decoherences and in order to increase the lifetime of the Rydberg
state[43].

Let us identify the components in our setup with an idealized feedback loop in
Fig. 4.11. νi is the frequency of our laser. The frequency of the laser can be influ-
enced by a piezo and a DC current modulation, representing the servos. Under the
influence of the servo, the frequency is νs. The comparison (νs − ν0) and the corre-
sponding voltage is realized in the physical setup through FM spectroscopy. Thus,
C(νs − ν0) can be viewed as the error signal from Fig. 4.8. The voltage is sent to a
LockBox PI-Controller whose output is translated into a voltage on the piezo and a
current on the laser diode. This is denoted by the (D · g(f))-term. In order to know
the general form of g(f), the specifics of the LockBox PI-Controller need to be clarified.

The PI-Controller has been designed in-house. In essence, the circuit for the Lock-
Box is a PI-Loop with a second integrator. The first PI-Loop is for the current servo.
The PI-Loop in combination with the second integrator gives the piezo servo. Intro-
ducing an additional integrator also introduces a second timescale to the feedback
loop. Double integration leads to higher gains on low frequency scales reducing
drifts. Figure 4.12 shows the frequency dependent servo gain and the phase. The
gain and phase for the current servo are shown in red while the piezo servo is de-
picted in blue. While important for the lock characterization, the vertical scale is not
given since the LockBox has not been characterized in the thesis. For the servo gain,
it is possible to observe that the integrator acts as low-pass filters and has 20dB loss
per decade. An integrator causes a phase shift of π/2 which tends towards zero as the
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Figure 4.11 – General feedback loop for laser locking. νi represents the initial frequency
of the laser. νs is the frequency of the laser as corrected by the servo loop. ν0, the center
frequency, and νs are compared, where the difference between them translates into a value
C(νs − ν0). The value is then amplified by the servo amplifier where g(f) is the frequency
dependent gain and D represents how the voltage translates back into the action of the servo.
The resulting signal is acting as the new servo signal to correct the initial frequency. Adapted
from [93].

gain of the integrator becomes negligible. In the case of the piezo servo, a region of
40dB loss per decade is present by the double integration. With the second integrator,
there is no frequency-independent gain. The characteristic timescales are indicated by
fp and fdi. These frequencies result from the transfer function of the integrators and
the amplifiers. The servo gain is given by the absolute value of the transfer function
and the phase is given by the argument of the transfer function. We can observe the
phase of 90◦ caused by the integrator for the PI-Loop and the phase shift of 180◦ for
the double integrator. We can now turn to the parameters that we can tune to optimize
the feedback loop:

• Input gain: The input gain can be controlled with a potentiometer. Going back
to our feedback loop in Fig. 4.11, this influences the amplification of the term
C(νs − ν0) and therefore an amplification of the error signal.

• Proportional gain: This potentiometer will increase the level of the proportional
gain and therefore shift fp to lower frequencies .

• Slow integrator: A potentiometer that influences fdi. For a higher resistance fdi

is decreased.

• Fast integrator: Just like the slow integrator, the frequency fp can be influ-
enced by changing the resistance. Note that this parameter influences both servo
branches.
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Figure 4.12 – Bode plot for servo gain and phase. A Bode plot for the gain is given by a
log-log plot while the Bode plot for the phase is a lin-log plot. a The servo gain for the piezo
(blue) and the current (red) servo are sketched. Note that this is a linearized Bode plot. b
Sketch of the phase for the piezo and current servo. An integrator causes a phase shift of π/2.

• Input inversion: The sign of the input signal can be changed through a jumper.
The sign takes effect on the fast and the slow output.

• Slow inversion: The sign of the piezo servo can be changed through a jumper.
The sign change only affects the slow output and therefore the piezo.

We can now discuss the general procedure for the laser locking. For the long term
stability, we want to make sure that the gain at low frequencies is as high as possible
and the reason we implemented the double integrator for the piezo in the first place.
Second, in order to influence the changes on the short timescales, we need to ensure a
high gain on the high frequency scale. There is a limit to the gain that we can apply to
the system since resonances lead to an instable feedback loop. This can for example
lead to a jittering laser and thus even a larger laser linewidth than for an unlocked
laser.

Ensure negative feedback - The first step for laser locking is to ensure that the feed-
back is negative, in essence, countering the laser frequency change towards the de-
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sired frequency. In order to do so, it will be useful to reduce the gains as resonances
will hardly allow us to see the polarity of the feedback loop. Input inversion and slow
inversion are the parameters that need to be changed. First, it will be useful to only
operate the piezo and disconnect the current modulation. As one attempts to lock the
laser, one should observe the error signal approaching zero voltage. If this is not the
case, either the gain on the piezo is incorrect or the feedback is not negative. Once the
error signal keeps a zero voltage during the lock, it is possible to change the polarity
of the fast output. Again, for non-exaggerated parameters, one should observe again
how the error signal goes towards zero. If the piezo and the current have opposite
polarities, the error signal will not remain zero for a considerable time since the both
servos counter each other. Changing the jumpers on the input inversion and the slow
inversion simultaneously will lead to the correct polarity on both servos.

Gain and characteristic frequency of the piezo servo - Once the polarity is set, one
can tune the gain on the PI-Loop for the piezo. Influencing the proportional gain
and slow integrator allows for a shift in fdi and the low-frequency gain. The piezo
servo output can be observed on a frequency analyzer. A disturbance on the laser
will result in a servo bump. A servo bump indicates that we the servo works against
a disturbance. Besides the servo bump (not a resonance), no other features should be
pronounced, otherwise the gain needs to be reduced.

Gain and characteristic frequency of the current servo - The current servo, impor-
tant on the short timescales, will be influenced by the fast integrator,slow integrator
and the proportional gain. A higher proportional gain and slow integrator decreases
fdi. Since the two servos are not independent from each other, one needs to be aware
that a changes on the current servo will influence the piezo servo. The most practi-
cal way at this point is to tune the parameters and to iteratively measure the feeback
response of the slow and fast output. Servo bump should be present around the char-
acteristic frequencies for the two servo branches.

Overall gain - The overall gain can be changed with input gain. This parameter is
especially useful if one does not want to change the frequency dependent gain g(f)
but just increase the gain due to small changes in the system, like a weaker or stronger
error signal caused by a frequency change on the EOM.

4.2.3 Tapered Amplifier

In order to supply enough laser power for the MOT and for the grey molasses, the
light from the laser must be amplified. An inexpensive and efficient way to amplify
a lasers in range of 650 − 1000nm is to use optical amplifiers such as tapered ampli-
fiers (TAs). The active region of a tampered amplifier is a semiconductor (e.g. GaAs).
By applying a injection current to the TA, electrons are being pumped from the va-
lence band to the conduction band. Without any laser input spontaneous decay will
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cause the tapered amplifier to fluorescence while in the presence of the laser beam,
the conversion from the conduction band to the valence band happens in a stimu-
lated fashion.

TA Chip and Design

In optical setup we are using two tapered amplifiers. One is for the MOT-Laser
(767nm) and the other for the D1 laser (770nm). Both TAs contain the same TA
chip (Eagleyard EYP-TPA-0765-01500-3006-CMT03-0000) where the gain region of the
medium is trapez-shaped and allows for more output power.

Seed Power Center Wavelength Aperture Divergence Angle Temperature Max. Current
Pseed λc dinput/doutput Θ|| / Θ⊥ T Imax

10 - 50 mW 765 nm 3 µm - 190 µm 14 ◦ / 33 ◦ 5 - 40 ◦C 3.3 A

Table 4.5 – Basic specifications for the TA chip.

(a) (b)

Figure 4.13 – TA mount and chip. a The TA mount depicted from the output direction. The TA
chip is indicated by the position of the wires. The current passes from the anode through the
TA chip onto the cathode. The current supplies the electrons to participate in the stimulated
emission when a seeding laser is present. b A trapez-shaped TA chip. The red part depicts the
active region. The seed laser is being injected from the entrance facet, amplified in the active
region and emitted from the output facet.

The TA chip is mounted to a copper block with good heat contact. This copper
block is being cooled by two Peltier elements (Adaptive ETH-071-14-15-RS) which
again are surrounded by two water cooled copper blocks as can be seen in Fig. 4.14.
As the temperature plays a crucial role in the output power of the TA chip, efficient
cooling for the TA chip is necessary. Heat paste was applied to improve the heat
conduction between the Peltier elements and the copper blocks. The purpose of the
water cooled copper blocks is to carry away heat that would otherwise feed back into
the system and would not allow proper operation for longer times. The TA chip and
its copper mount are fixed onto a 30mm cage system together with two translation
mounts (Thorlabs SM1Z) that move aspheric lenses (Thorlabs C230TMD-B) with a
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focal length of f = 4.51mm. The first lens focuses the incoming beam onto the active
area of the tapered amplifier. The second lens is for the collimation of the outgoing
beam. The cage system is fixed onto a mount of aluminium. High and stable output
powers for the TA require the components in the cage system not to move relative to
each other once the seeding has been optimized. The aluminium mount and the cage
system support the water cooled copper and thus the TA chip. To protect the system
against external influences, the sides and the lid of the TA are made from acrylic
glass. This prevents dust settling on the delicate TA chip or the lenses. Furthermore,
it reduces air fluctuations.

Peltier

TA-Chip

Lens

 
Water
Cooled
Copper

Base Plate

Acrylic Glass
Housing

Figure 4.14 – Tapered amplifier design. The TA chip is fixed to a copper block. This copper
block is cooled by two Peltier elements. The hot side of the Peltier elements is in contact with
two copper blocks which are water cooled. The mount of the TA chip and two translation
mounts are placed onto a 30mm cage system. This cage system is fixed onto an aluminium
mount. The cover is made of acrylic glass.

Optimization of Output Power

In consideration of all the losses before the beams enter the vacuum chamber, the
output of the TA should be 1.5W. For fixed seeding powers and TA-current, the opti-
mization of the amplification can be achieved by the incident parameters of the beam
(beam size and shape, polarization) and the temperature of the TA chip. Once the
lenses and the beam profile are determined, the incident parameters can be adjusted
by beamwalking. The position of the beam as well as the angle with which the beam
hits the lens and gets focused onto the chip are important. After that, one can change
the temperature of the TA chip and with it the efficiency for the amplification. As
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can be seen in Fig. 4.15, a temperature range of 15◦C has been scanned. The optimal
temperature for the TA amplifying the MOT-Laser was at about 19.5◦C. For the TA
that amplifies the GM-Laser the power seems to be better, the colder it the TA chip
gets. Despite the small efficiency gain, the temperature should not be reduced below
19◦C for long-term operation in order to avoid the possibility of condensation.
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Figure 4.15 – Optimizing the output power of the tapered amplifier. a The output power
of the TA can be influenced by changing its temperature. The measurement was taken for
the TA of the MOT-Laser (in orange) and the TA of the GM-Laser (in grey). b The output
power of the TA is shown for three different input powers of 10mW, 15mW and 20mW. To
stay in accordance to the optimal operational parameters of the TA chip the output power of
1600mW was not exceeded. The large influence of the current and the small influence of the
seeding power indicates the efficient amplification.

To characterize the performance of out TA chip as to its amplification and satura-
tion, we measured the output power as a function of the current for three different
seeding powers (10 mW, 15 mW, 20 mW). The power was measured with a powerme-
ter (Thorlabs PM100D, sensor: Thorlabs S314C). Figure 4.15 shows a strong depen-
dence of the output power of the TA on the current and a weak impact of the seeding
power on the output. The weak dependence on the seeding power tells us that we
are operating the chip at saturation and the strong current dependence indicates that
more electrons need to participate in the stimulated decay from the conduction band
into the valence band.
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Optimization of Beam Shape

The problem with tapered amplifiers, especially the trapez-shaped tapered amplifiers
is the output beam shape. The asymmetric shape of the active region’s rear side in-
hibits the collimation of the beam with only one lens. Therefore the aspheric lens
(Thorlabs C230TMD-B) can be used to collimate one direction and reduce the diver-
gence in the other direction. By additionally using a cylindrical lens the other direc-
tion can be collimated. The focal length of the cylindrical lens is chosen such that the
beam is as close to spherical. In our case we used a cylindrical lens with a focal length
of 75 mm. From the comparatively big focal length one can deduce that the beam
sizes were also large. For the quick operation of the AOMs, we can accept beam di-
ameters below 1 mm. Therefore, we placed a 2:1 telescope and a 3:1 telescope after the
TA for the MOT-Laser and for the TA after the GM-Laser respectively. The reason we
used two different telescopes is that initially we intended to use AOMs for the grey
molasses beams that have a smaller aperture than for the MOT-beams. Although this
is not the case, we remained with the telescope with the benefit of a smaller beam.

4.2.4 AOM Paths, Recombination and Fiber Coupling

This subsection describes the last part before sending the beams to the experimental
table. After amplifying the MOT-Laser and the GM-Laser to 1.5 Watts of power each,
we derive MOTC, MOTR, Zeeman, GMC and GMR. All beams undergo an AOM
double pass. The cooler and repumper beams for the grey molasses and the MOT
are then recombined before being sent into the fiber. The beams for imaging and the
Zeeman slower are coupled into the fibers without recombination.

AOM Paths and Shutters

The laser system for cooling, trapping and imaging potassium relies on many differ-
ent frequencies. In total, eight beams need to be controlled individually. Either be-
cause the detunings are different or in the case of the imaging beams because we want
to be able to image the MOT cloud from different directions independently. With the
lasers being locked on the crossover transition, we can reach all necessary frequencies
with commercial AOMs. The crossover does not resemble a physical transition which
in turn means that all of our beams need to be detuned. Table 4.6 summarizes all dif-
ferent single pass detunings for the first attempts to get a MOT signal. These values
are based on considerations that will be discussed in sections 4.4 and 4.5.

All our AOMs (Gooch and Housego AOMO 3100-120) have a center frequency of
110 MHz and are mounted onto a rotation mount (Misumi RTSS60) with no electrical
contact to the stage. The AOM is placed at the center of the rotation mount such that
we can turn the AOM without considerably displacing the aperture. We supply our
AOMs with RF power that originates from in-house AOM-Drivers and is attenuated
before reaching the AOM. The attenuator reduces the reflected power from the AOM
which can damage the driver and is needed for the proper operation of the AOMs.
The single pass diffraction is optimized when the RF power is modulated at a single
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Beam GMR GMC MOTC MOTR Image Zeeman

Single Pass Frequency [MHz] 124 −106 −116 115 −107 −197
Double Pass Efficiency [%] 72.1 80.5 72.0 71.5 70.5 n/a

Table 4.6 – AOM single pass detuning and double pass efficiency. Detunings and efficiencies
for the AOM retroreflectors. The first row shows the single pass frequencies of the AOM. The
second row shows the double pass efficiency. The efficiency for Zeeman is not given because
the AOM was changed and no measurement is available. Similar values as for the other AOM
paths are expected.

frequency. Our AOM-Drivers output also at higher orders when operated at powers
below 1.5 Watts. Since the AOMs need an RF power of approximately 1 Watt, de-
pending on the single pass frequency, we attenuate the driver’s output of 1.6 Watts
with a 2 dB attenuator.

As part of the AOM characterization, we measured the switching times of our
AOMs. For the imaging of our atoms, fast switching times are essential. Even though
the MOT cloud will be illuminated for several microseconds (between 5 to 20µs), we
want to assume that illumination pulse has a constant power. A rough estimate can be
made by dividing the beam diameter by the speed of sound in the crystal of the AOM.
Assuming a beam diameter of about 1mm and an acoustic velocity of 4.2mm/µs, the
rise time τrise can be determined to be 240ns. This would be short enough not to
consider the pulse shape when turning on the AOM. For the measurement, we define
the time between 10% to 90% maximal power to be the rise time. The measurement
has been performed by sending a TTL signal to switch the AOM-Drivers and mea-
suring the power after the AOM double pass. From the data we can also infer the
delay τdelay. The delay is defined as the time between the switch of the TTL signal to
10% of the maximal power. In Table 4.7, we can see that the rise times are below the
estimated rise times and far below the time of the image pulse.

AOM MOTC GMC Image
Delay τdelay [ns] 370 570 450

Rise Time τrise [ns] 130 150 160

Table 4.7 – AOM delay and rise times. The measurement was taken for one beam for the grey
molasses, one for the MOT and one for the imaging. Since the rise time is a function of the
beam size, we expect to have similar results for the repumping beams.

We operate our AOMs in a double pass configuration. A double pass configura-
tion can simply be achieved with a mirror sending the light back through the AOM
causing the light to deflect twice and thus picking up twice the detuning. The problem
with a single pass is that the diffraction efficiency, not to mention the fiber coupling
efficiency, will suffer greatly from the frequency dependent diffraction angle. There-
fore we resort to a cat’s eye configuration. The main advantage is that frequency-
dependent steering effects can be reduced due to an 4f imaging. A detailed descrip-
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tion for the cat’s eye retroreflector can be found in [94].

We quantify the tunability or effective linewidth of the AOM cat’s eye configu-
ration by measuring the double pass diffraction and the fiber coupling efficiency for
different RF frequencies. In preparation of the measurement, we need to optimize the
efficiencies for single pass detuning in Table 4.6. The diffraction efficiency was mea-
sured with a power meter after an iris that blocks the unwanted orders and the cou-
pling efficiency was measured after the fiber outcoupler. We expect that the diffrac-
tion efficiency decreases when deviating from the center frequency whereas the fiber
coupling should remain unchanged if the lens is placed correctly for the 4f imaging.
Figure 4.16 shows the double pass efficiency and the fiber coupling efficiency for four
different AOMs. GMR and MOTC meet our expectations. For the other beams, we see
different results due to a combination of non-perfect fiber coupling and 4f imaging.
This is not necessarily a bad thing and could even be used to increase the AOM tun-
ing range. One can even attempt to optimize the fiber coupling for an RF frequency
to the frequency that gives the best double pass efficiency and therefore increase the
tunability. From the data points, we can extract the linewidth which in this case is
defined to be the full width at 0.85 of the maximum. The value of 0.85 is not arbitrary
but gives a conservative estimate on the power losses we can tolerate for the MOT or
grey molasses. From the fit we can extract that we have a tunability of about 2Γ for
the double pass around the center frequency. Having such tunabilities helps to mini-
mize temperatures and maximize phase space densities without physically adjusting
the setup. Moreover, tuning the AOMs as part of the cooling scheme can be useful as
discussed in section 4.5.

Besides the detuning of laser beams AOMs can also act as switches. In the case of
the image laser, it is not enough to use the AOM for switching. Depending on the axis
we want to image, we need to be able to block two out of three image beams. Since
all the image beams are derived from the same AOM, we implemented mechanical
shutters into our setup. They allow us to individually gate beams and ensure that our
atoms in the vacuum chamber are not exposed to stray light from the AOM paths. To
reduce stray light, we placed shutters for the beams. The design of the mechanical
shutters consists a front plate with a 3mm aperture and a thin aluminium sheet at-
tached to a speaker. Due to the front plate, the shutters can only be placed once the
AOM paths have been optimized. Initialized by a TTL signal, the speaker lifts the
aluminium sheet into the beam path. To reduce vibrational effects on the surround-
ing optics from the mechanical shutting, we fixed the shutters onto sorbothane sheets.
For the control of the experiment it will be interesting to quantify the jitter, delay and
rise time of the shutters. Jitter refers to variation for delay and rise times at different
instances.

The shutters are switched with a frequency generator connected to a TTL input.
At an increment of 5 µs, we could not observe jittering on the oscilloscope. Without
further investigations we therefore measured the delay and rise times from a mea-
surement such as depicted in Fig. 4.17. The figure shows the normalized power over
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Figure 4.16 – AOM double pass and fiber coupling efficiency. The light points indicate the
efficiency of the double pass in the AOM while the dark points show the fiber coupling effi-
ciency. From the dark spots we can extract the bandwidth of our double pass configuration.
The dashed lines serve as a guides to the eye. Note that the center frequencies are different
than noted in Table 4.6 due to adjustment of the AOM detunings after the measurement has
been performed. Difference in the bandwidth are not expected.

time. Initially, the shutter is blocking the beam. After the TTL signal switches, the
shutter opens and the beam can reach the photodetector. The delay tdelay is defined
to be the time that the TTL signal is below 2 Volts (the shutter closes when the TTL
signal is shut off) to the time that 10% of the normalized power are measured. Using
a definition of rise time trise as the time elapsing between 20% to 80% of the normal-
ized power, we obtain the results summarized in Table 4.8. One can see that for GMC

the result is very different than for the other shutters. We do not have a consistent
explanation for this and therefore we consider it to be an artifact of this shutter. As
the rise times depend on the beam diameter, the results are comparable.

AOM Path GMR GMC MOTC MOTR
Delay tdelay [ms] 1.80 1.07 1.70 1.72

Rise Time trise [ms] 0.10 0.13 0.09 0.06

Table 4.8 – Shutter delay and rise times. This table summarizes the delay and rise times for
four shutters in our optical setup. With the exception of GMC, the delays of the shutters are
similar. The rise times for all the different beams are comparable.
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Figure 4.17 – Laser power for an opening shutter. The figure shows the normalized laser
power after the fiber for a typical AOM path, in this case MOTC. The black arrow indicates
the time that the TTL voltage dropped below 2 Volts. From this curve, one can estimate the
delay time of the shutter. The rise time can be taken from the inset. The fluctuations can not
be traced back to noise but rather to the resolution limit of the oscilloscope.

Recombination and Fiber Coupling

The cooler and repumper for both the MOT and the grey molasses are recombined
and coupled into three different fibers, corresponding to the three perpendicular di-
rections.

Our initial idea was to use an interference filter for the recombination, the same
one used in our linear lasers which transmits 767 nm and reflects 770 nm light. The
setup would therefore be more compact than the recombination depicted in Fig. 4.3.
In order to realize such a recombination, one needs to combine the 770 nm beams and
the 767 nm beams, optimize the fiber coupling for 767 nm, insert the interference fil-
ter and optimize the fiber coupling for 770 nm. After a first test, we decided against
this. The reason is simply that the sensitivity of the interference filter on angle of the
incoming beam was too high. We were essentially not limited by the fiber coupling
efficiency but by the power losses that we experienced from the interference filter. Al-
though it seems to be a simple solution, it was deemed impractical for our setup.

We decided to use a more conventional way of recombining. At the expense of
inevitably losing 25% of the power, we recombined the beams as depicted in Fig. 4.3.
The long distances that the beams travel compared to the previous method led to the
conclusion that fiber couplers should be placed to have similar beam paths. With
many waveplates and polarizing beams splitters, it is not surprising that the power
distribution between the different fibers is not uniform. The coupling efficiencies and
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the power distributions are summarized in Table 4.9. We have measured the power
in front and after the fiber with a powermeter to determine the efficiency.

Rec. 1 Rec. 2 Rec. 3 Rec. 4 Image (Im1) Zeeman
GMR in 52.9mW 68.7mW 53.5mW 68.5mW

GMR eff. 65.2 % 60.6 % 49.5 % 59.4 %
GMC in 77.0mW 59.1mW 61.0mW 79.6mW

GMC eff. 62.9 % 57.7 % 46.7 % 56.6 %
MOTR in 58.2mW 58.2mW 69.5mW 51.5mW

MOTR eff. 51.0 % 51.8 % 41.0 % 52.6 %
MOTC in 88.0mW 88.3mW 90.1mW 86.2mW

MOTC eff. 51.8 % 51.7 % 48.1 % 50.2 %
Zeeman in 12.33mW

Zeeman eff. 60.0 %
Image in 6.44mW

Image eff. 75.6 %

Table 4.9 – Fiber coupling efficiencies. Power insertion and fiber coupling efficiencies for
Doppler and sub-Doppler cooling. Empty cells indicate that the beam is not send into that
fiber. In the case of the image beam the splitting into the three spatial directions happens very
close to the fibers. Therefore, the values are not shown for all the fibers.

4.3 The Experimental Apparatus

In this section, we will discuss the heart of the experiment, the vacuum system. In
4.3.1, we will cover the general vacuum system, this includes all the essential parts
connected to the vacuum system starting at the atomic oven up to the ion pumps. In
4.3.2, we will take a closer look at the vacuum chamber and the components that were
implemented into the vacuum chamber. The design will be presented, motivated
and, where instructive, the functionality for a quantum many-body experiment with
Rydberg atoms will be elaborated.

4.3.1 General Vacuum System

Ultra-high vacuum is a prerequisite for experiments with ultracold atoms. A low
pressure of the background gas will increase the lifetime of our atoms and reduce the
coupling of our quantum simulator with the environment. For our vacuum setup, we
are aiming at pressures below 10−11 mbar. Yet, we require a high flux of potassium
atoms for low cycle times. In Fig. 4.18, a render of the vacuum system is depicted. In
the following, we will discuss each of the labeled parts whereas the Zeeman slower
will be excluded from this discussion and treated extensively in section 4.4.
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Figure 4.18 – Render of the vacuum system. This render depicts the vacuum system of our
experiment with the most important parts being labeled. Some of the labels refer to parts
inside the vacuum system and therefore not visible in the render. For reason of simplicity,
not all the details of the vacuum system are depicted such as the high voltage on the vacuum
chamber.

Atomic Oven A high flux and collimated beam of atoms for quick loading times
is provided by an atomic oven. The atomic oven consists of three parts: an oven
cup, seen in Fig. 4.18, a nozzle and a heating element. Potassium can be inserted
into the oven cup before screwing on the nozzle which has an aperture of 3mm for
collimation. The nozzle opens up towards the oven cup and allows potassium to flow
back into the oven cup. The heater can be clamped externally where temperatures
of 160 ◦C have been reached in preliminary tests. This is considerably more than the
temperatures we are planning to use for Potassium-39 of around 100 ◦C leading to
atomic vapor pressures of about 10−5 mbar. The heater was purposefully designed
for higher temperatures if we work with the Potassium-40 isotope.

First Chamber and Cold Finger After the atoms leave the nozzle of the oven, they
enter the first chamber which contains a cold finger and is pumped by an ion pump.
The cold finger is made of two copper sheets with an aperture of 3mm placed at
the height of the atomic beam. The copper sheets are connected to a high-current
feedthrough which is cooled to −20 ◦C by two Peltier elements. The Peltier elements
are connected to the high-current feedthrough on the outside of the vacuum. The cold
finger serves the purpose to further collimate the atomic beam and to reduce the tem-
perature of the potassium sticking to the cold finger and thus its vapor pressure. From
the experience of other groups, we know that potassium reacts aggressively with met-
als and reduces the life time of the ion pumps. The reduced pressure, dropping three
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orders of magnitude at −20 ◦C, will increase the lifetime of the ion pumps. The col-
limation of the cold finger reduces the amount of potassium reaching gaskets and
causing leaks. As additional measure, most of the connections in the first chamber
are made with nickel instead of copper gaskets.

Second chamber and Atomic Shutter The collimated atom beam passes through a
differential pumping stage and a valve before reaching the second chamber. Besides
the second ion pump, the chamber houses the atomic shutter. The atomic shutter is
very important for the experimental sequence. We want to be able to stop the flow
of (hot) potassium atoms reaching the vacuum chamber e.g. after the cooling stages
or while we are performing an experiment in the optical lattices. The atomic shutter
is made of a shutter stick screwed to a bendable bellow. A pneumatic piston (Festo
ADN-32-10-A-PPS-A) will push the bellow creating a tilting motion that will displace
the shutter stick and therefore the atomic beam can pass through the Zeeman slower.
Once the piston returns to its relaxed motion, the shutter stick blocks potassium from
reaching the Zeeman slower.

Differential Pumping Tubes A way to combine high flux of potassium with a ultra-
high vacuum (UHV) setup is through the use of differential pumping. Differential
pumping favors a collimated atomic beam over the background gas. While a colli-
mated beam ideally passes through the differential pumping area without any col-
lisions on the walls, the uncollimated background gas will undergo many collisions
with the tube and the other molecules. This leads to a much lower conductance of
the background gas. According to [95], the conductance of air at room temperature in
liters per second is given by 12.2 ·d3/l, where d is the diameter of the tube and l is the
length of the tube. This value is only true in the free molecular regime (< 10−6 mbar

[96]). Our tubes with a length l = 70mm a diameter d = 3mm will yield a con-
ductance of about 5 · 10−3 liters per second. The ratio of the conductance and the
nominal pumping speed of air being 55 l/s will give us a differential pumping ratio
of 0.85 · 10−3.

Valves We have implemented two valves into our setup. The idea of the valves is to
isolate different parts in the vacuum system. It is important that if a leak occurs that
we can work on the leak without disturbing the rest of the setup. The first stainless
steel valve (VAT 48124-CE01-0001) is placed after the first differential pumping stage.
The second valve (VAT 48124-CE44-0001) is placed immediately before the Zeeman
slower. The location of the valves has been chosen on the basis that works on the
vacuum system will likely occur in the first two chambers. We might have to replace
the potassium at some point and there is also a risk for the cold finger to become
clotted. As mentioned before, the vapor pressure in the first chamber might cause
the ion pump to break and also leaks due to remnants of potassium on the vacuum
connections can occur.
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Vacuum Pumps Three vacuum pumps are constantly connected to the vacuum sys-
tem. These are ion pumps that are employed after the bake out. They maintain the de-
sired pressure in the vacuum chamber. The first pump (Varian VIP 75 l/s Ion Pump)
is connected to the first chamber. A chevron buffle was placed between the first cham-
ber and the ion pump to reduce direct access for the potassium atoms and increase
the lifetime of the ion pump. For the second chamber and the vacuum chamber we
use the same type of pump (Agilent Vacion Plus 55 Starcell).

Titanium Sublimation Pump Titanium sublimation pumps (TSPs) help us to re-
duce the pressure for UHV vacuum. By applying high currents through the titanium
filament, the titanium sublimes (transitions from a solid to the vapor phase) and gets
deposited on the walls. In contrast to ion pumps, inert gases e.g. Helium and Argon
are not pumped out to reduce the pressure but instead, react with the titanium and
solidify on the walls of the titanium chamber. The location for the titanium filament
has been selected to prevent direct field of view to the vacuum chamber and therefore
reduce titanium contamination.

4.3.2 Vacuum Chamber

The spherical square vacuum chamber (Kimball MCF800-SphSq-G2E4C4A16) is made
of one stainless steel part. The vacuum chamber contains an in-vacuum objective,
electrodes, an ion detector, vacuum coils and RF antennas. Flanges for the vacuum
chamber have been produced by our workshop such that the vacuum coils or the ion
detector can be mounted inside. A render of the vacuum chamber can be seen in Fig.
4.19. The objective and the electrodes are connected to the flanges with groove grab-
bers, allowing for precise and flexible mounting. On the two CF 160 connections, we
placed custom flanges. The flanges have multiple viewports, one CF 16 connection for
the Zeeman slower and the vacuum coils are soldered to them. The chamber with the
titanium sublimation pump and ion pump are connected through a CF 63 flange. The
bigger viewports (CF 40, CF 63) have a broadband antireflection (AR) coating. The
CF 16 viewports on the other hand are AR coated for lattices at 532nm and 1064nm.
It was important for the design of the vacuum chamber and the components that are
inside to have enough optical access for the present optics setups and with foresight
to future addition.

Objective Our objective was produced by Special Optics and is built into the vac-
uum chamber. The objective is composed of a lens triplet with a hole in the middle.
The hole with an aperture of 8mm allows us to send beams in the vertical direc-
tions. This includes the beams for the MOT and also the beams for the Rydberg exci-
tation. The effective focal length is 33.1815mm. All lenses in the objective have been
coated for 405nm, 770nm and 1064nm but the objective is only diffraction limited
for 770nm and 1064nm. The resolution of the objective is sufficiently good to also
address single atoms with the two-photon Rydberg excitation scheme.
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Figure 4.19 – Render of the vacuum chamber. This render shows a cross-sectional view of
the vacuum chamber. Relevant components have been labeled and will be discussed in the
context of the following paragraphs except for the atomic shield which blocks atoms that will
not be captured in the magneto-optical trap.

Electrodes Control over the electric field is very important for Rydberg atoms. Es-
pecially for high principle quantum numbers n, the Rydberg atoms can be ionized by
residual electric fields in the lab. The goal of the electrodes is to compensate these
residual electric field (or generate electric fields) without inducing inhomogeneities.
This means that we want to have the same electric field over the distance relevant for
our experiment. To this end, we inserted eight electrodes into the vacuum system.
The distances between the first parallel rods is chosen to be 32mm in the horizontal
and 27mm in the vertical. The parallel rods have a horizontal distance of 28mm and
a vertical distance of 21mm.

Ion Detector and Shield The channel electron multiplier in the setup (SJUTS KBL
10RS/45) helps us to detect ions from the ionization of the Rydberg atoms. This being
said, it does not give us the same controllability as a quantum gas microscope does.
Instead, it can help us for example to detect ionization of Rydberg atoms in a simple
and quick fashion and for electric field ionization the detection is state selective. In
front of the ion detector, we placed a ground shield made of golden wires to remove
residual charges and reduce the number of dark counts on the ion detector.
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Vacuum Coils The vacuum coils that e.g. create the magnetic field for the MOT are
inside the vacuum chamber. The eight windings are in a configuration of three times
three coils with one winding missing, in order to have some optical access through
the coils. The coils can be water-cooled and are soldered to a hollow feedthrough. For
the magneto-optical trap, the vacuum coils need to be able to provide a high magnetic
field gradient. Our simulation shows that for a current of 200A, we can achieve field
gradients of about 40G/cm in the axis of the coils and 20G/cm in the perpendicular
direction. Since we are not able to achieve a perfect Helmholtz configuration, espe-
cially important when we want a homogeneous field at the position of the atoms, we
need to characterize the deviations. Figure 4.20b is a close up of 4.20a and shows the
relative error from the field at the center of the coil configuration. One can see that
the relative error will be below 10−3 at scales relevant for experiments.
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Figure 4.20 – Magnetic fields in Helmholtz configuration. a For a current of 200A, we have
plotted the absolute magnetic field at the center of the coil configuration. The red curve rep-
resents the magnetic field along the axis of the coils while the blue curve shows the magnetic
field in the perpendicular direction. b A close-up of the upper figure. The plot range has been
limited to capture the inhomogeneities expected in future experiments. The vertical axis has
been rescaled to signify the relative error from the magnetic field at the center.
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4.4 Zeeman Slower

4.4.1 Designing a Zeeman Slower for Potassium

A Zeeman slower and a 2D-MOT were considered for the pre-cooling stage of potas-
sium. Despite the 2D-MOT being the common choice, we decided to build a Zeeman
slower for multiple reasons. First, the laser setup only needs one additional beam
that can be derived from the MOT-Laser with powers of about 10mW. Furthermore,
it allows to load Potassium-40 without using enriched potassium samples.

Inspired by the design in the Zwierlein group [97], we built a spin-flip Zeeman
slower which has various advantages over a positive-field Zeeman slower. With a
positive-field Zeeman slower and resonant lasers, the atoms will be pushed back into
the Zeeman slower. In contrast, a spin-flip Zeeman slower can be operated for arbi-
trary long times. This allows us to stay flexible with the loading times. Additionally,
we can achieve higher capture velocities with a lower magnetic fields. We undertook
one special modification in comparison to the Zwierlein group. Instead of having a
spin-flip Zeeman slower with two parts, the decreasing and the increasing part, we
divided the increasing part into two different sections. One can see in Fig. 4.21 that
the section that creates the opposite field is a block with three times three windings
and an increasing part. We determined that adding another coil improves our results
in the simulation and allows tuning the final velocity.

We can estimate the velocities that we can cool in the Zeeman slower given the
temperature of the oven, the laser detuning and the magnetic fields that we can
reach. Reasonable values are an oven temperature of 120 ◦C, a maximal magnetic
field of 300G at the beginning of the Zeeman slower and a laser detuning ∆Laser =
−2π · 180MHz. The detuning has been chosen such that other transitions or isotopes
are not influenced by the laser. As the Zeeman slower only cools in the longitudonal
direction, we will only be able to load atoms with low transversal velocities. From
geometric considerations, we calculated the maximal transversal velocity, beginning
from the nozzle of the oven, to be v⊥,max = 3m/s. It should be noted that the load-
ing rate and the average transversal velocity increase for higher temperature. The
number density increases more (see graph for vapor pressure in [78]) than the aver-
age transversal velocity. Due to the low natural abundance, it will be useful to go to
higher temperatures in the case of Potassium-40.

Before calculating the ideal field according to equation (3.16), we still need to de-
termine the parameter µ ′ and the deceleration a. µ ′ = (gJ ′mF ′ − gJmF)muB = µB

given that we transfer the atoms from the mF = 2 to mF ′ = 3 where gJ ′ = 2/3 while
gJ = 1/3. The deceleration needs to be considered more carefully. While the maximal
deceleration from (see equation (3.13)) is calculated to be amax = 252265m/s2 , the
so-called goodness factor needs to be estimated. It depends on two properties. First,
the light force as a function of the intensity, given by equation (3.13). Since we cool on
resonance, the saturation parameter is simply I/Is. Second, it depends on the fraction
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of the time that we are actually in the cooling transition. For circular polarized light
one can treat the transitions as closed. With the possibility of linearly polarized light
admixed, we can assume that the atoms will not remain within the desired transi-
tion at all times, especially not in the spin-flip region. Eventually, a deceleration of
a = 0.55 · amax was chosen to be realistic. Now that we have all the parameters for
the ideal field, we can start simulating the windings.

4.4.2 Simulating the Windings

In the last subsection, we determined all necessary values to get a plot for the ideal
field. Such a graph is represented by the red curve in Fig. 4.22a. Based on that com-
putation, we simulate the coils that we distribute on the Zeeman slower.

In order to simulate the windings, we make use of a Python program. From the
length of the Zeeman slower that we determined in the calculation of the ideal field,
we needed to extract the lengths of the parts and the distance between them. Based
on the lengths, the program calculates the number of windings that will fit in each
layer. The coil configuration is determined by an array. The length of this array de-
fines the number of layers on the Zeeman slower and the integer numbers within the
array indicate the number of windings for each layer. At last, one defines the currents
to simulate the magnetic field. Through an iterative process of changing the number
of windings and currents, and similarly, the lengths of the different sections and the
spacing between them, the simulation approaches the theoretical plot.

In Fig. 4.22a, the absolute value of the ideal field and the simulated field are plot-
ted. The red curve represents the ideal field while the black curve shows the simu-
lation. The difference between the simulation and the ideal field is substantial in the
first part. The reason is that the windings start at the origin but not the slowing pro-
cess of the atoms. Once the simulated field reaches 310G, the simulation and the ideal
field are in agreement up until a final velocity of the atoms which in this plot happens
to be at v‖,f = 0m/s. Figure 4.22b shows the absolute difference between the ideal
field and the simulation. One can clearly see that once the simulation approaches the
ideal field, the deviation remains below 4.3G. To put this into terms of a frequency,
the corresponding level shift of the hyperfine states is below one natural linewidth.
In the figure, oscillations in the simulated field can be observed. These oscillations
are caused by the discrete steps in the number of layers and therefore not avoidable.
By changing the current settings, summarized in Table 4.10, it is possible to tune the
final longitudinal velocity even close to 0m/s. The special configuration for the Zee-
man slower gives us the flexibility to choose the final velocity for the atoms leaving
the Zeeman slower. These values are to be taken with care as they give a general
idea of the current parameter regime and serve to show that we have tunability. With
deviations from the ideal field below the natural linewidth and a tunable final veloc-
ity of the atoms, we can consider the simulation successful and turn to the physical
realization of the Zeeman slower.
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Figure 4.21 – Coil configuration of the Zeeman Slower. The coil configuration of the decreas-
ing part is shown in red and the increasing part is shown in green. The block consisting of
three times three windings is indicated in blue. The depicted configuration has been built and
implemented in the setup.

Current [A]
Decreasing Block Increasing Final velocity v‖,f [m/s]

27 -9.5 -30 0
27 -9.5 -29 10
27 -9.5 -27 20
27 -9.8 -26.5 30
27 -9.8 -26 40

Table 4.10 – Zeeman slower currents and corresponding final velocities. The longitudinal
final velocities of the atoms for different currents. The table stops at 40m/s since the capture
velocity of the atoms in the MOT will not exceed 40m/s.

4.4.3 Winding the Zeeman slower

After determining the final configuration of the coils, we needed to wind the Zeeman
slower. Given that the results in the simulation change noticeably by adding or re-
moving one coil, it was important to recreate the simulation as accurately as possible.
The hollow wires for the Zeeman slower were delivered by Luvata. The OF-OK®
oxygen free copper wires have an outer dimension of 4x3mm. The rectangular shape
helps to wind the coils and reduces the twisting that the wires can experience. The
inner diameter for water cooling is 2mm. Finally, the wires are isolated by a kapton
layer of 0.1mm. The wire was wound over a non-magnetic stainless steel tube with
a diameter of 4 cm. While each part respectively was electrically connected, the wires
do not all share the same water connection. In general, each two layers share the same
water connection for higher flow. In order to avoid shortcuts, each layer of coils was
covered by kapton tape, glued (Polytec Duralco 128) and left to dry overnight.

After two weeks, we successfully finished the Zeeman slower and tested its mag-



4.4. ZEEMAN SLOWER 59

0 20 40 60 80 100
Distance [cm]

0

1

2

3

4

5

6

7

8

9

M
ag

ne
tic

Fi
el

d
[G

]

0 20 40 60 80 100
0

50

100

150

200

250

300

350

M
ag

ne
tic

Fi
el

d
[G

]

(a)

(b)

(c)

0 20 40 60 80 100
0
2
4
6
8

10

∆
M

ag
ne

tic
Fi

el
d

[G
]

Figure 4.22 – Absolute value of the magnetic field in the Zeeman slower. a The ideal mag-
netic field is shown in red and the black curve corresponds to the simulated magnetic field.
The final velocity for the ideal field is v‖,f = 0m/s. b The absolute value of the difference
between the ideal magnetic field and the simulated one. This figure was used to optimize
the coil configuration by minimizing the deviations. c A rescaled version of the simulated
magnetic field and data points for the measurement.

netic field. The tests were intended not to reproduce the exact field but to see that
there are no shorts in the Zeeman slower. The magnetic field probe can only measure
on a scale of −10Gto 10G. Therefore we had to reduce the current without chang-
ing the current ratios between the different parts. The results can be seen in Fig.
4.22c. While the increasing part seems to fit the simulation, one can see a discrepancy
in the increasing part. First of all, the field in the simulation is higher than in the
measurement. This can be explained by the fact that we did not have a very precise
current control. Second, the measurement exhibits a shift. The shift occurred dur-
ing the winding of the Zeeman slower. It should have no effect on the performance
of the Zeeman slower and just means that the atoms will be cooled for a short time
off-resonantly before being cooled resonantly again. The low magnetic field region,
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also called spin-flip region, allows the atoms to readjust to the magnetic field and to
be pumped into the negative mF-states. Consequently it is useful to have a spin-flip
region for the Zeeman slower.

4.4.4 Zeeman Slower Repumper

Given that the transitions cannot be treated closed anymore, there is need for a re-
pumper, also due to imperfections in the polarization. While losses during the spin-
flip seem more prominent, one can understand that an atom being cooled undergoes
thousands of cycles where leaving the desired cooling transitions once, will take the
atom out of the cooling cycle.

In contrast to the repumper for the MOT and the grey molasses where we cre-
ated different beams, the repumper is generated through an EOM. Before sending the
beam for the Zeeman slower into the fiber, it passes through the EOM at a resonance
frequency of 462MHz, the ground state splitting. The power has been measured with
a home-built photodiode to be −15.5dB compared to the carrier. Since the EOM con-
tributes with this frequency to both directions from the carrier, the second sideband
will cool the low velocity class. It will be left to see whether the sidebands will have
any influence on the low velocity atoms.

4.4.5 Residual Fields

With magnetic fields of hundreds of Gauss within the Zeeman slower, the residual
fields at the center of the vacuum chamber need to be considered. Residual fields can
easily displace the center of the MOT and even worse, loading the magneto optical
trap and suddenly switching off the Zeeman slower might instantaneously displace
the MOT causing reheating and irreversible loss of the atoms. A look at Fig. 4.22
reveals that strong magnetic fields persist outside of the cooling range of the Zeeman
slower. The distance from the last winding to the center of the vacuum chamber is
approximately 14 cm. For the realistic case that we want the longitudinal velocity of
the atoms out of the Zeeman slower to be v‖,f = 30m/s, the residual field at the posi-
tion of the MOT will be approximately 0.4G. By ramping the current of the increasing
part in the Zeeman slower, it is possible to reduce this offset. Going form −29A to
−10A before switching of the current will lead to zero magnetic field at the center
of the MOT cloud with magnetic fields below 0.02G for the extension of the could,
assuming a cloud radius of 5mm.

4.5 Magneto-Optical Trap and Grey Molasses

In this section, we are going to introduce the cooling sequence starting with a MOT on
the D2 line, followed by a compressed MOT (CMOT) and the grey molasses on the D1
line. The main goal is to provide good starting parameters such as laser intensities and
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detunings for the optimization of the cooling sequence. This being said, the cooling
can be optimized for fast preparation times leading to fast experimental cycles or a
high density for the preparation of a BEC. Thus, the cooling sequences will differ
substantially. It is quite instructive to present these alternatives and their respective
optimization strategies.

4.5.1 Beam Polarizations and Sizes

The polarization of the beams and their sizes do not change in the cooling sequence.
Due to the recombination, beams going through the same fiber will have the same
beam size and the polarization. We will use σ-polarized light for the Doppler and
sub-Doppler cooling sequences. As motivated in 4.1, the transitions are the most
closed when employing σ-polarized light.

The waists are chosen based on the velocity profile of the atoms leaving the Zee-
man slower and on the physical constraint of the vacuum apparatus, especially the
objective. Given a hole aperture of 8mm for the objective, the beam diameter (1/e2

of the peak intensity) in the vertical direction is chosen to be 8mm. In the horizontal
direction, we are estimating a beam diameter of 12mm. The reason for this is the in-
creased capture range, not to be confused with the capture velocity does not depend
on the physical dimensions of the beams. The capture velocity indicates the velocity
class that experiences a damping force while the capture range determines the atoms
that can be trapped by the MOT. Having a larger beam will results in a deceleration
over a larger distance and thus a bigger capture range. Note that there are two ways
to increase the capture range. One is by sending in more power into the beam i.e.
increasing the peak intensity and the other option is by increasing the waist. Two
consideration led us to the choice of making the beam bigger. The obvious one is that
we are limited in power. The less obvious is that inputting arbitrary large powers (see
equation (3.13)) does not lead to an arbitrary big forces. Rather, the powers close the
peak intensity is ”unused”. By increasing the beam, the peak intensity decreases and
the deceleration distance for the atoms increases. On another note, the beam power
imbalance, seen in Table 4.9, can be exploited by employing the least powerful beam
on the vertical axis.

4.5.2 MOT

After the Zeeman slower the cooling scheme will begin with a MOT. In Table 4.11 we
can see the preliminary detunings for the MOT and the grey molasses.

δ2C δ2R γ [G/cm] I/Isat I2R/I2C

−3Γ −3Γ 10 25 0.8

Table 4.11 – Initial parameters for the MOT. The table summarizes the detuning for the cooler
and repumper on the 2D line, the magnetic field gradient and the intensities. The magnetic
field gradient is given for the strong axis.
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In Table 4.11 we can see the preliminary detunings for the MOT. From our discus-
sion in 3.3, it is clear that the detuning needs to be red with respect to the transitions
such that we get a force directed into the direction opposite to the velocity. The value
of 3Γ represents a compromise between a higher capture velocity and more efficient
cooling. From equation (3.18), we expect the lowest temperature for δ2C = Γ/2. On
the other hand, this reduces our capture velocity by a factor six. One could implement
a ramping sequence such that a higher capture velocity and lower temperatures can
be achieved. With a tuning range of about 4Γ with our AOMs, one could start of with
a larger detuning and reduce it while the atoms are cooling down. The values for the
repumper and the magnetic field are in agreement with the values found in [71, 98].

Now we can also estimate the capture range of the MOT. It was already mentioned
that the final longitudinal velocity v‖,f of the Zeeman slower and be tuned. In order
for the atoms reach the MOT region, the final longitudinal velocity needs to be higher
than 15m/s. The transversal velocity will be no higher than 3m/s. Thus, we only
need to consider the longitudinal direction. The cooling force is given by equation
(3.13) where we will assume that efficient cooling occurs only for I/Isat = 3 and no
cooling below. For a collimated Gaussian beam the intensity distribution is given by

I(z) =
2P
πw2 · e−2r2/w2

, (4.3)

where the waist is w = 6mm and P is the total power. With a conservative guess
that the power in one of the beams is 25mW, we will have an intensity of at least
3 Isat on a cooling distance of 12mm. Even though the cooling force does not only
depend on the intensity but also on the detuning, we will assume that the atoms will
be close to resonance as they are Doppler shifted into resonance due to their velocity
i.e. k · v ∼ ∆ = 3Γ . After a small calculation of the deceleration and the time that
the atoms are traveling through the laser, we can estimate the capture range to corre-
spond to 30m/s.

At this point we should clarify how conservative our estimate is. The Zeeman
slower has approximately an angle of 45◦ between the horizontal beams. Projecting
the MOT beams onto the Zeeman slower axis leads to a higher capture range which
we did not take into account. We ignored all cooling outside the 3 I/Isat region and the
faster cooling rate close to the peak intensity. This calculation does not only give us
insight about the capture range but also helps us to get intuition for the optimization
of the parameters. It should also be understandable that the repumper should be at
a similar detuning as the cooler in order for the repumper to also be resonant and
for the atoms to remain in the cooling cycle. On another note, in order to fulfill the
resonance condition the detuning of the cooler and the repumper should always scale
with the final longitudinal velocity of the Zeeman slower v‖,final.
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4.5.3 Compressed MOT (CMOT)

After the MOT, that will be trapping the atoms and cool them down close to the
Doppler temperature, the next step in the cooling sequence is a CMOT [99]. As men-
tioned in the beginning, the compressed MOT stage is optional and depends on the
desired phase space density and the cycling time of the experiment. There are several
ways to implement the compressed MOT. One of the possibilities is to increase the
detuning, reduces the intensity and increase the magnetic field gradient. The mag-
netic field gradient will cause the cloud size to decrease. The combination of high de-
tunings and low intensities leads to suppressed light-assisted collisions. This CMOT
approach is implemented in [100].

Another possibility is to do a hybrid D1-D2 compressed MOT [71]. In such a case
the temperatures that are reached in the compression are much lower. In such a case
there is a D1 cooler and a D2 repumper. The authors indicate that a grey molasses
cooling occur on the D1 line, the D2 light acts as a repumper and low magnetic fields
of about 1G/cm create a magnetic trapping. As the grey molasses is very sensitive to
magnetic fields, low magnetic field gradients were chosen.

4.5.4 Grey Molasses

The last optical cooling step is the grey molasses scheme on the D1 line. The tempera-
tures that we can expect are around 10µK. Table 4.12 summarizes the values that can
be used as a starting point to perform the grey molasses depending on the previous
cooling step.

Preceding step in sequence δ1C δ1R I1C/Isat I1R/I1C

MOT 5Γ 5Γ 3 1
D2 compressed MOT 5Γ 5Γ 15 1

D1-D2 compressed MOT 5Γ 5Γ 4 1

Table 4.12 – Initial parameters for grey molasses cooling. The detunings and intensities for
the grey molasses are summarized according to the preceding cooling step.

We can see that the blue detuning of the lasers and the Raman condition are ful-
filled and therefore the conditions that we based the grey molasses discussion on in
section 3.4. It is still left to answer with which magnitude we detune the lasers. While
the detunings for the MOT can be estimated from intuitive arguments, this is not pos-
sible for the grey molasses. Thus, inspired by the literature [71, 80], δ1C = δ1R = 5Γ
will be a good starting point for the experiment.

The intensity parameters on the other hand can be estimated. It turns out to be
useful to perform the grey molasses in two steps. The first part of the sequence opti-
mizes the capture velocity while the second one optimizes the temperature. In order
to optimize the capture velocity for the grey molasses, we want to fulfill the condition



64 Chapter 4. Experimental Setup

given in equation (3.24). As Γeff is proportional to intensity, we want to use high inten-
sities. While given in the table as 10 I/Isat, it clearly depends on the temperatures that
the atoms will have after the compressed MOT. For the next part in the sequence, the
detunings remain the same but the intensity is ramped down. In equation (3.23) we
have also seen that the temperature limit also scales with the intensity. It follows that
ramping down the intensity of the laser will reduce the temperature. As a reminder,
this argument breaks down once we are getting close to the recoil limit. In [71] the
high-intensity sequence is applied for about 2ms and the ramp to almost zero inten-
sity takes about 7ms. In this example it should be noted the grey molasses followed
the D1-D2 compressed MOT where the CMOT temperatures are low compared to the
D2 compressed MOT.



CHAPTER 5

Conclusion and Outlook

5.1 Conclusion

In this thesis, we have examined the progress for the construction of a new experi-
mental platform for quantum simulation with Rydberg atoms. In particular, we have
presented and characterized the laser system for cooling and trapping of Potassium-
39. Additionally, have discussed the general vacuum system and the vacuum cham-
ber.

In the beginning of this thesis, we derived the light forces for atoms in the pres-
ence of light and explained the working principle for the magneto-optical trap and the
grey molasses. Followed by a summary of the properties of potassium, we phrased
the requirements on the laser system for the trapping and cooling of Potassium-39.
In the subsequent sections, we discussed the laser system starting from the general
idea to the concrete realization. We presented the lasers that were employed in the
setup, explained the FM error signal generation and how to lock the lasers. We then
measured the power amplification of the tapered amplifiers, the bandwidth of the
acousto-optical modulators to shift the laser frequency and the fiber coupling efficien-
cies. The characterization of the laser system and the Zeeman slower showed us that
the requirements for Doppler and sub-Doppler cooling were fulfilled. In particular,
we showed that sufficient powers are available for the cooler and repumper beams
and that the frequencies can be tuned and locked with lineshapes far below the nat-
ural linewidth. With the simulation and construction of the Zeeman slower, we were
able to finally propose concrete laser parameters for the various cooling stages. Fur-
thermore, the strategies to optimize these parameters were discussed.

This thesis reported on the vacuum system that combines ultra-high vacuum and
high flux of potassium. In particular, we presented the vacuum chamber. Sufficient
magnetic field gradients in combination with optical access due to the multitude of
viewports allow the realization of Doppler and sub-Doppler cooling. Furthermore,
we presented the components inside the vacuum chamber and their role for a quan-
tum simulator with Rydberg atoms.
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5.2 Outlook

The completion of the vacuum assembly and the laser system will soon allow for
the first observation of atoms inside the magneto-optical trap. With the optimization
of the cooling sequences, it will be interesting to see what kind cycle times can be
achieved with the experimental apparatus.

After the optimization of the MOT, the first tests for loading microtraps and unity-
filling inside the microtraps can be performed. To this end, the laser system in the D1
line needs to be redesigned. The laser for the blue shielding and the cooling in the
microtraps need to be offset-locked to have tunabilities of several hundreds of mega-
hertz. A master-slave setup will be suitable where one of the D1 lasers is locked
to a spectroscopy while the other lasers will be locked with respect to that laser.
During the redesign and construction it will be possible to determine whether the
Doppler temperature is sufficiently low for the loading of the microtraps or whether
sub-Doppler cooling is needed.

In parallel, the construction of two laser systems for the excitation of Rydberg
atoms will be built. For the two-photon excitation, it will be interesting to explore
other spectroscopies aside from FM spectroscopy. This will be relevant for the re-
duction of laser-induced decoherences in the Rydberg excitation. A more elaborate
measurement of the laser linewidth and an optimization of the lock can be explored.
Additionally, the construction of the UV laser system for single-photon excitation has
started. It will be fascinating to see the efficiencies for the generation of UV light and
to perform Rydberg spectroscopy.
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transition from a superfluid to a Mott insulator in a gas of ultracold atoms.
Nature 415, 39–44 (2002) (cit. on pp. 1, 4).

17. Bakr, W. S., Gillen, J. I., Peng, A., Fölling, S. & Greiner, M. A quantum gas mi-
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