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Abstract 

The integration of spatial information perceived from different viewpoints is a frequent, yet largely 

unexplored cognitive ability. In two experiments, participants saw two presentations, each consisting 

of three targets – i.e. illuminated tiles on the floor – before walking the shortest possible path across 

all targets. In Experiment 1, participants viewed the targets either from the same viewpoint or from 

different viewpoints. Errors in recalling targets increased if participants changed their viewpoint 

between presentations suggesting that memory acquired from different viewpoints had to be aligned 

for integration. Furthermore, the error pattern indicates that memory for the first presentation was 

transformed into the reference frame of the second presentation. Experiment 2 examined whether this 

transformation occurred, because new information was integrated already during encoding or 

because memorized information was integrated when required. Results suggest that the latter is the 

case. This might serve as a strategy for avoiding additional alignments.  
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The Integration of Spatial Information Across Different Viewpoints 

 

1. Introduction 

The world around us cannot be perceived in only one glance. Many tasks in our daily life 

require the integration of spatial information experienced at different times and from different 

viewpoints. Consider the many glances it requires to see all the locations in your home - you are 

nevertheless able to integrate them. This allows you to directly approach your fridge, your bedside 

lamp, your garbage can, etc. from almost any location - even with your eyes closed. Or imagine 

finding shortcuts, planning novel routes or pointing to distant locations within a city recently 

explored. These tasks require the integration of information that has been acquired at different times 

and from different viewpoints. While many earlier studies demonstrate that humans are indeed 

capable of integrating separate spatial representations (e.g. Golledge, Ruggles, Pellegrino & Gale, 

1993; Holding & Holding, 1989; Ishikawa & Montello, 2006; Maguire, Burke, Phillips & Staunton, 

1996; Moar & Carleton, 1982; Montello & Pick, 1993), very little is known about how they do so.  

 

In this study we define spatial integration as the process of combining different spatial 

representations that have been formed by multiple experiences within a single frame of reference or 

coordinate system (see also Greenauer & Waller, 2010; McNamara, Slucenski, & Rump, 2008; 

Meilinger, 2008). The study particularly focuses on two questions: First, do costs that arise during 

integration relate to the process of aligning differently oriented spatial representations? Second, 

which reference frame is used for integrating spatial information that was acquired from different 

viewpoints? By this, the present work aims to extend earlier work on spatial memory to conditions in 

which learning occurs across multiple perspectives, as in most natural learning situations.  

 

While integration costs such as decreased memory performance have been reported for some 

spatial tasks (Golledge et al., 1993; Hanley & Levine, 1983; Montello & Pick, 1993; Yamamoto & 
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Shelton, 2008), other studies did not observe these costs (Holding & Holding, 1989; Moar & 

Carleton, 1982; Maguire et al., 1996). One crucial difference between these two classes of studies 

was the time when integration happened. If the experimental paradigm allowed participants to 

integrate different representations during or shortly after encoding, no integration costs were 

observed during the recall of the spatial information. On the other hand, if the paradigm did not allow 

participants to integrate during encoding but integration happened when spatial information was 

required, integration costs were observed. Yamamoto and Shelton (2008), for example, asked 

participants to learn two arrays of objects presented in successive presentations. After led into 

another room, participants were asked to conduct an imagined pointing task (a judgment of relative 

direction). Pointing within an array yielded better performance as compared to pointing between 

arrays demonstrating integration costs. However, when given sufficient time to integrate the two 

arrays immediately after presentation - i.e. during encoding – no differences were observed between 

within and between array pointings.  

Hanley and Levine (1983) asked participants to haptically explore two simple two-leg paths 

laid out on a table in front of them. After learning each path separately, participants were informed 

about where the paths overlapped and were then asked to draw lines between locations on the paths. 

Participants performed better when drawing lines between locations on the same path than when 

drawing lines between locations on different paths, again demonstrating integration costs. This 

effect, however, vanished when granting additional learning time with each separate path after 

informing participants about the connection point between the paths. Several other studies tested the 

integration of routes through navigational spaces, reporting more precise direction estimates between 

locations on the same route than on different routes (Golledge et al., 1993; Montello & Pick, 1993). 

Between-route direction estimates improved with additional training after participants were informed 

about the interconnection between routes (Ishikawa & Montello, 2006). No integration costs were 

observed after repeated video or slide presentations of simple routes where integration may have 

happened during encoding (Holding & Holding, 1989; Moar & Carleton, 1982; Maguire et al., 1996). 
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These studies reveal specific costs of integrating separately encoded spatial information during 

recall. With sufficient training, and after being informed about the interrelation between different 

pieces of spatial information, these costs can be overcome, probably by already integrating 

information during learning.  

 

What causes integration costs as described above? One possible source is a transformation 

process in order to align different representations into the same reference frame before combining 

them. The experiments in this paper examined whether such transformation costs contribute to the 

costs associated with spatial integration. Note that a prerequisite for transformation costs is that 

spatial integration indeed happens within a single spatial reference frame. Recent evidence by 

Greenauer and Waller (2010) supports this assumption. Greenauer and Waller asked participants to 

learn two overlapping object arrays that were presented successively from the same viewpoint. The 

intrinsic orientation of both arrays (i.e. their symmetry axes) was different and determined the 

orientations along which participants performed best when pointing to within-array targets, 

demonstrating that participants formed separate representations. However, when asked to point 

between objects of different arrays, the separate representations had to be integrated. In this case, 

participants performed best when mentally oriented along a single common orientation strongly 

suggesting that integration happened within a single reference frame. The orientation of this 

reference frame did not necessarily coincide with the intrinsic orientation of one of the two arrays 

and originated from the learning perspective or from the intrinsic orientation of the overall array. 

While this study elegantly demonstrated that separate spatial representations are integrated within a 

single reference frame, the associated costs were not addressed. It is conceivable that integration 

costs arise from transforming spatial information from differently oriented reference frames into a 

common reference frame (or subsuming them under a higher-level reference frame). This, however, 

awaits empirical validation. The current study compared the integration of two aligned spatial 

representations – encoded from the same viewpoint – with the integration of two misaligned 
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representations – encoded from different viewpoints. Any differences between these two situations 

would indicate that aligning differently oriented reference frames into a common reference frame 

that coincides with one of the original reference frames contributes to integration costs.
1
  

 

The second question addressed here concerned the selection of the reference frame that is 

used when integrating spatial information that was acquired from different viewpoints. In general, a 

single spatial layout experienced from one viewpoint or experienced from different viewpoints is 

represented within a common reference frame. The orientation of this reference frame may be 

determined by the viewpoint (perspective) of the learner, by the intrinsic orientation of the spatial 

layout itself, or by the form of the surrounding space (Christou & Bülthoff, 1999; Kelly & 

McNamara, 2008; Mou & McNamara, 2002; Shelton & McNamara, 2001). It is, however, an open 

question which reference frame is used when multiple pieces of spatial information that were 

experienced separately from different viewpoints are integrated. Kelly, Avraamides and McNamara 

(2010) tested a similar situation; however, this did not require integration. Specifically, Kelly and 

colleagues examined whether a reference frame established when encoding an array of objects from 

one viewpoint was also used to encode an additional overlapping array that was experienced either 

from the same or from a different viewpoint. When both arrays were encoded from the same 

viewpoint, participants’ pointing performance (judgments of relative direction between objects of 

one array) was best when aligned with that viewpoint. However, when the arrays were encoded from 

different viewpoints, participants performed best when aligned with the viewpoint from which the 

first array had been encoded or when oriented orthogonal to that viewpoint. This suggests that the 

orientation in which the first array was encoded was also used to encode the second array. This holds 

true, even if the two arrays were encoded using different sensory modalities, i.e. if one array was 

explored haptically while the other array was explored visually. It is important to note that 

participants were not required to point between objects from the different arrays and therefore, actual 

integration was not required. Nevertheless, arrays experienced from different viewpoints were 
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encoded within the same frame of reference. This study demonstrates that reference frames selected 

by prior experience can determine how novel information is encoded, even if the task itself does not 

require integrating the different pieces of information. 

Integration does not necessarily happen within already established (intrinsic) reference 

frames. As mentioned earlier, results by Greenauer and Waller (2010) demonstrate that integration 

can also happen in a reference frame that is determined by the intrinsic orientation of the overall 

array of objects, or by the perspective onto that overall array. Similarly, orientation-free reference 

frames have been proposed (Byrne, Becker & Burgess, 2007; Presson, DeLange & Hazelrigg, 1987). 

Integrating within such an orientation-free reference frame would require any spatial information to 

be transformed into that reference frame (Byrne, et al., 2007).  

In addition to integrating novel spatial information within already established reference 

frames or within a reference frame unrelated to established ones, two other possibilities seem 

plausible. First, integration can happen in the reference frame in which novel information is encoded. 

For example, when navigating through environments one might encode and integrate novel 

information from the point of view of the current perspective. This would require that information 

encoded earlier is transformed into the current perspective (e.g. by spatial updating as movements 

take place, or by mental rotation). Second, spatial information acquired at different times and from 

different viewpoints are kept separate until an integrated representation is required. In this case, all 

representations have to be transformed into the reference frame relevant for action. 

 

The experiments in this study were designed (1.) to investigate whether alignment processes 

contribute to integration costs and (2.) to investigate which reference frame is chosen for integration. 

If the integration of representations in fact yields alignment costs – here memory errors - we expect 

worse performance for misaligned representations than for aligned representations. Moreover, 

memory errors should also be predictive for the reference frame used for integration: if a later 

representation is transformed towards an earlier one, this should yield higher costs for items encoded 
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later rather than earlier and vice versa. If, on the other hand, a novel or an orientation-free reference 

frame was used for integration, all representations have to be transformed towards that reference 

frame and no overall difference in memory accuracy should be observed for information learned 

during the different presentations (exceeding the decay through time). Table 1 sums up the 

assumptions guiding the experimentation.  

 

Insert Table 1 about here 

 

2 Experiment I 

In Experiment 1 participants viewed two presentations of three target locations each (see 

Figure 1). Between presentations participants either moved and came back to the original location 

(same viewpoint condition) or they moved to a new location (different viewpoint condition). After the 

second presentation, participants were asked to plan and navigate the shortest path to visit all targets 

(for similar planning tasks, see Wiener, Ehbauer & Mallot, 2009). Planning an efficient path requires 

integration (i.e. considering all locations together). The quality of the planned paths is thus an 

indicator of whether or not participants successfully integrated information. Memory errors are 

attributed to target locations presented during the first or the second presentation, allowing the 

identification of which representation was transformed.  

 

2.1 Methods 

2.1.1 Participants  

Sixteen subjects (eight females, eight males) participated in the experiment (M = 28 years, SD 

= 3.4 years). Most of them worked in the Collège de France and volunteered without incentive or 

payment.  



The integration of spatial information    9 

2.1.2 Material/Apparatus  

The experimental setup, the ‘Magic Carpet’ (developed at the LPPA by P. Leboucher and M. 

Ehrette) consisted of 13 tiles (30x30cm each), that could be illuminated individually and were 

equipped with pressure sensors. The tiles were embedded in a carpet (see Figure 1). The illumination 

was used to highlight the target locations/tiles that participants had to remember. Each time they 

stepped on a tile the pressure sensor recorded the passage of the subject. By these means we obtained 

both time and trajectories (i.e. the straight line connections between tiles). A custom-designed 

computer program controlled tile illumination as well as data recording. A dashed rectangle drawn 

on the floor surrounded the entire magic carpet. In the center of each of the four sides of the 

rectangle a start location was marked by an X (see Figure 1 and 2). 

 

Insert Figure 1 and 2 about here 

 

2.1.3 Procedure  

The experimental task was as follows: 

Participants stood at one of the start locations (see Figure 1) oriented towards the carpet but 

looking down at their shoes. They wore a cap which prevented them from seeing the carpet with 

peripheral vision and thus prevented visually updating the targets during later locomotion. 

First presentation: Following a first beep, participants lifted their heads and were given 

2000ms to orient themselves before the first three target tiles lit up for 1000ms. After target 

illumination was turned off, participants were allowed to look at the carpet for an additional 1500ms 

to encode the locations of the target tiles. According to experiments investigating spatial integration 

information across time, 1500ms is sufficient to encode information into short-term memory 

(Brockmole; Irwin & Wang, 2003; Brockmole; Wang & Irwin, 2002; Jiang, 2004). A second beep 

indicated the end of this period. 
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Walking: After the second beep, participants lowered their head, turned 90° to the right, and 

walked along the dashed line to the next corner (see Figures 1 and 2). Here they either turned left 

around 180° and walked back to the original start position (same viewpoint condition) or they turned 

90° to the left and walked to the next start location (different viewpoint condition). After reaching 

their destination, participants turned towards the carpet. 

Second presentation: A third beep (6500ms after the second beep) indicated that participants 

could lift their head, look at the carpet and orient themselves. After 2000ms three additional target 

tiles, different from the first three tiles, lit up for 1000ms. These were always different from the first 

three tiles. A last (fourth) beep indicated the end of the second presentation and participants were 

allowed to start walking. They were instructed to step on all six target tiles in such an order that the 

overall path length was minimal. This planning task (cf. Wiener et al., 2009) required participants to 

integrate the six target locations that were perceived at different times. Only if the target locations of 

the two presentations were considered simultaneously during path planning, optimal or near optimal 

solutions could be achieved (cf. Figure 2). 

To familiarize participants with the procedure and to reduce learning effects, they underwent 

twelve training trials in which they were required to remember three tiles only. In addition, 

participants received practice trials with the exact procedure of the test phase (usually two or three 

trials) until they understood the somewhat complicated procedure. Consequently, participants always 

knew beforehand where they were asked to go. After completing the experiment, participants were 

asked to describe how they solved the task. The entire experiment lasted approximately 45 minutes. 

 

2.1.4 Design 

The design was within-subject, with trials blocked by condition and counterbalanced order of 

conditions. The experiment consisted of 24 trials that were subdivided into two blocks of 12 trials 

each. One block comprised the same viewpoint condition, while the other block comprised the 

different viewpoint condition. The order of conditions was balanced between participants. A different 
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subset of 6 target tiles (2x3 tiles) was chosen for each trial. The 24 subsets were presented in random 

order. 

In addition to varying the viewpoints (same vs. different) we also varied the start location. 

After three trials the start location changed (90° counterclockwise). After twelve trials (one 

experimental block) participants were back at the initial start location. By these means, participants 

started from all four start locations equally often within each condition. This procedure allowed to 

control for possible effects of reference frames intrinsic to the room or the carpet – i.e. possible 

transformation angles towards any room-based reference frame used for integration were balanced 

between conditions.  

 

2.1.5 Analyses 

Participants’ trajectories were recorded and the number of errors computed. An error was 

made if participants omitted a target tile, that is, if participants did not step onto a tile that had been 

illuminated during target presentation. For trials without error, planning performance was analyzed 

to measure whether or not participants integrated information from multiple presentations. Planning 

performance is expressed as percentage above optimal (PAO), describing the deviation of the 

selected path from the optimal solution (i.e. shortest possible path that visits all 6 target tiles). A path 

with a PAO value of 10 is 10% longer than the optimal solution; a PAO value of 50 corresponds to a 

path 50% longer than the optimal solution (Wiener, Lafon & Berthoz, 2008). If participants did not 

integrate the target tiles perceived at different times, they would have planned a path first visiting all 

tiles from one presentation (first or second) and then all tiles from the other presentation. 

Accordingly, we also calculated the PAO value for the best solution under the assumption that 

integration did not happen. Participants’ path planning performance was then compared both to the 

overall optimal solution and to the best solution without integration. In this way planning 

performance serves as a control for integration. Furthermore, we calculated start times (i.e., the time 

from the start signal until participants stepped on the first tile). Values deviating more than three 
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standard deviations from the overall mean were removed from the data. Errors and start time were 

analyzed with a linear mixed model analysis (e.g. Snijder & Bosker, 1999) with the fixed factors 

condition (same vs. different viewpoint) and presentation (first vs. second
 
– for errors only) and 

participants as the random factor. Compared to an ANOVA this analysis is less restrictive with 

regard to distribution assumptions, it allows for varying effect sizes within different participants 

while still controlling for order of conditions and gender which were included as fixed factors in the 

full factorial design (i.e. modeling all possible interactions). We report significant main effects for 

gender and order as well as significant interactions with condition and presentation.  

 

2.1.6 Predictions 

As outlined in the introduction, it was assumed that successful integration requires 

transforming separate spatial representations into a common reference frame (Greenauer & Waller, 

2010; McNamara et al., 2008; Meilinger, 2008). Experiment 1 was designed to address whether such 

transformations are associated with alignment costs. Depending on the nature of the reference frame 

chosen for integration, the predictions for Experiment 1 were as follows (see also Table 1): 

If integration takes place in a frame of reference that is independent of the viewpoints during 

learning (cf. Greenauer & Waller, 2010), all representations have to be transformed to align with that 

novel reference frame. In this case no differences will be observed between the same viewpoint 

condition and the different viewpoint condition.  

If, however, the frame of reference used for integration originates from one of the different 

representations (e.g. the first presentation: Kelly et al., 2010), then alignment costs will only arise in 

the different viewpoint condition, in which two separate viewpoint dependent memories have to be 

aligned (i.e. a main effect condition is expected).  

Increased alignment costs in the different viewpoint condition will also allow addressing the 

question which reference frame was used for integration. If the second representation was 

transformed towards the first representation (cf. Kelly et al., 2010) higher costs for items encoded 
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second are predicted. If, on the other hand, the first representation is aligned and integrated within 

the reference frame of the second representation, the opposite pattern is expected. As we have to 

control for the overall effect of time (main effect presentation), we predict an interaction between 

condition and presentation. The same viewpoint condition therefore acts as a control for effects of 

time and movement.  

Note that after tile locations are transformed and integrated, no differences in planning 

performance between conditions is expected. Path planning performance, therefore, is only an 

indicator of whether integration happened or not. 

 

2.2 Results & Discussion 

Overall, participants showed good path planning performance: on average, the chosen paths 

were only 3.7% longer than the shortest possible path (see Figure 3). For both groups, this 

performance was clearly better than predicted if no integration happened (t(15) = 16.8, p < .001).  

 

Insert Figure 3 about here 

 

The main aim of Experiment 1 was to investigate whether spatial integration requires aligning 

spatial information that was acquired from different viewpoints. This is indicated in the main effect 

of condition in the linear mixed models analysis (F(1, 740) = 15.1, p < .001). Specifically, 

participants made more memory errors in the different viewpoint condition (errors per presentation 

and trial: M = 0.47; SD = 0.68) than in the same viewpoint condition (M = 0.32; SD = 0.62).
2
 In the 

latter condition all target tiles were perceived and encoded from the same viewpoint. The resulting 

representations were thus already aligned and no further transformation costs due to alignment arose. 

A difference in memory performance between the conditions was predicted only if the reference 

frame used for integration coincided with one of the reference frames during learning, but not if 

another reference frame - including an orientation-free reference frame - was utilized for integration. 
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Thus, the results suggest that one viewpoint-dependent representation was transformed to align with 

the other viewpoint-dependent representation in the different viewpoint condition which led to an 

increased error rate. We discuss the nature of this transformation in the General Discussion.
3
 

The differences in error rates between experimental conditions cannot be explained by a 

speed-accuracy trade-off (i.e. differences in error rate do not originate from a corresponding 

difference in start times): in fact, start time was shorter in the same viewpoint condition (M = 3.11s; 

SD = 1.29s) than in the different viewpoint condition (M = 3.36s; SD = 1.39s; F(1, 270) = 4.06, p = 

.045).  

We also found a main effect of presentation (F(1, 740) = 124, p < .001). Specifically, error 

rate was higher for target tiles presented during the first presentation (M = 0.62; SD = 0.77) than for 

target tiles presented during the second presentation (M = 0.17; SD = 0.40). This finding is in line 

with earlier experiments investigating purely temporal integration of spatial information (Brockmole 

et al., 2002; Brockmole et al., 2003; Jiang, 2004) and could be explained by general memory decay 

over time. An alternative explanation is the use of different memory systems for the two 

presentations: while locations from the first presentation had to be encoded into long-term memory 

and retrieved from long term memory for the actual planning process, participants could rely on 

short-term memory for locations from the second presentation. 

The main effect condition is in line with data by Greenauer and Waller (2010) suggesting that 

differently oriented spatial representations – experienced from the same viewpoint – are integrated 

within a single reference frame. The current results extend this data to situations in which spatial 

information was experienced from different viewpoints. In addition, results suggest that alignment 

processes contribute to the costs observed during spatial integration. Such alignment costs might also 

explain spatial integration costs observed in various other studies (Golledge et al., 1993; Hanley & 

Levine, 1983; Montello & Pick, 1993; Yamamoto & Shelton, 2008). 
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The second aim of this experiment was to examine which reference frame was used for 

integration. As outlined in the predictions, the observed main effect of experimental conditions 

indicates that participants aligned and integrated separate representations in a reference frame that 

was aligned with one of the viewpoints during learning. In other words, either the representation 

encoded first was transformed towards the second or vice versa. We did observe a significant 

interaction between the experimental conditions and the presentation (F(1, 740) = 5.67, p = .018) 

suggesting that mainly one of these transformations happened. The interaction was driven by a 

greater difference in error rate between conditions for the target tiles presented first, not second (see 

Figure 4; mean difference for first presentation: 0.26 errors (SD = 0.76; F(1, 364) = 12.5, p < .001); 

mean difference for second presentation: mean difference 0.06 errors; SD = 0.39; F(1, 364) = 2.88, p 

= .091). Here, the same viewpoint condition serves as a control for any alignment-unspecific effects 

due to presentation order, movement between presentations and general memory decay. The increase 

in errors in the different viewpoint condition as compared to the same viewpoint condition thus 

primarily resulted from the target tiles presented during the first presentation, strongly suggesting 

that participants transformed the first representation to align with the second representation in the 

different viewpoint condition and not vice versa. 

 

Insert Figure 4 about here 

 

There was a significant three-way interaction between gender, presentation, and order of 

presentation in errors. This, however, did not change the main effect of presentation in any level 

combination of the interacting factors (F(1, 740) = 10.3, p = .001). No main effects of gender (start 

time: F(1, 12) = 2.81, p = .120; errors F <1) or order (errors and time: F <1) were observed. 

Independent of the experimental conditions (same/different viewpoint) we also varied the 

start places. This was done as a control to ensure any reference frame intrinsic to the room or the 

carpet was aligned equally often with the four different start positions as well as with the 
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experimental conditions. The alignment/misalignment of the start locations with an intrinsic axis of 

the experimental room/carpet did not influence error rate (F < 1) or response times (F(3, 262) = 1.48, 

p = .219). Such differences were expected if participants used reference frames for integration that 

were aligned with the intrinsic orientation of the room/carpet (Kelly & McNamara, 2008; Mou & 

McNamara, 2002; Shelton & McNamara, 2001; Valiquette & McNamra, 2007). We did, however, 

not test for oblique misalignments relative to the room/carpet (i.e. 45°, 135°) which in these 

experiments often influence performance more than orthogonal misalignments (90°, 180°).  

 

Experiment 1 only considered alignment costs for the integration process itself. There may, 

however, have been additional alignment costs if integration did not happen in the reference frame 

that was used to prepare and initiate actions (e.g., transforming the integrated representation into the 

reference frames used for action; see General Discussion). Results of Experiment 1, however, 

strongly suggest that the reference frame during the first presentation was aligned with that during 

the second presentation in which the actual integration took place. In that case, no further alignment 

costs were expected in order to transform the integrated representation into the reference frame used 

to prepare and initiate actions, as these coincide anyway. 

The results of Experiment 1 suggest the first representation was transformed to align it with 

the second representation in the different viewpoint condition. Consequently, participants seemed to 

integrate spatial information within the reference frame of the second presentation. This result is at 

odds with results from Kelly and colleagues (2010) in which participants used an already established 

reference frame for encoding novel information. We will discuss potential reasons for this difference 

in detail in the General Discussion.  

Integration in the study of Greenauer and Waller (2010) did not necessarily happen within a 

reference frame aligned with one of the intrinsic orientations of the object arrays, but was rather 

determined by the learning view and/or the overall pattern of the combined object array. In the 

present experiment the tile patterns did not have clear intrinsic orientations; in fact, presentation 
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patterns with three tiles aligned in a row were explicitly excluded. In addition, no general advantage 

for being aligned with an orientation relative to the room or the carpet was observed in Experiment 1. 

Consequently, the orientation of memory representations was likely to be determined by the 

experienced view. In the light of lacking any clear intrinsic reference frame, integrating within a 

reference frame determined by experienced views is consistent with the results obtained by 

Greenauer and Waller (2010).  

Experiment 1 showed, first, that spatial integration takes place within a single reference 

frame, even if spatial information was perceived from multiple viewpoints. Second, the results 

suggest that costs for aligning misaligned reference frames are likely to contribute to integration 

costs observed in various other experiments (Golledge et al., 1993; Hanley & Levine, 1983; Montello 

& Pick, 1993; Yamamoto & Shelton, 2008). Third, participants integrated within the reference frame 

of the second presentation. Experiment II further examines reason for selecting this reference frame.  

 

3 Experiment II 

Experiment 1 indicated that participants encoded spatial information in orientation-dependent 

representations that were then aligned for integration. More specifically, the first representation was 

transformed to align with the second representation and not vice versa. Two explanations for this 

specific transformation appear to be possible: (1) The encoding hypothesis states that spatial 

information is integrated with existing information when novel information is perceived and 

encoded. This implies that integration occurs in the reference frame from which novel information is 

perceived. (2) The utilization hypothesis states that integration happens when the task at hand 

demands the integrated information. This implies that integration takes place in the reference frame 

that is used to prepare and initiate actions. Experiment 2 was designed to test these hypotheses by 

separating the location from where novel information was encoded from the location from where this 

information was utilized. Participants learned one set of target locations from one location and a 
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second set from a different location. In one condition they then moved back to the location of the 

first presentation, thus separating the locations of novel information encoding and utilization.  

 

3.1 Methods 

3.1.1 Participants  

The task required a fair amount of training. In order to reduce this training the same 

participants who participated in Experiment 1 also participated in Experiment 2. 

 

3.1.2 Procedure  

The experimental setup was identical to Experiment 1. Each trial in Experiment 2 started in 

the same way as a trial in the different viewpoint condition in Experiment 1: participants were 

presented three target tiles from one viewpoint, moved to a second viewpoint where they were 

presented with three additional target tiles. However, in contrast to Experiment 1, participants were 

then required to move again: in the one viewpoint change condition they walked to the next corner on 

their left hand side and then came back to the location from which they observed the second 

presentation (see Figure 5). In the two viewpoint changes condition participants walked back to the 

first viewpoint. Thus, the starting location for the actual movement was either the location from 

which the first presentation was observed (two viewpoint change condition) or from which the 

second presentation was observed (one viewpoint change condition). As in Experiment 1, 

participants were asked to plan and navigate the shortest possible path to step on all six target tiles. 

 

Twenty-four new patterns (subsets of 2x3 target tiles) - different from those in Experiment 1 - 

were generated. All other methods such as randomizing the order of patterns, balancing the two 

conditions, varying the start locations with respect to global orientation, etc. were identical to 

Experiment 1. 
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Insert Figure 5 about here 

 

3.1.3 Predictions  

The different procedures in the one viewpoint change and the two viewpoint changes 

condition allowed distinguishing between the encoding hypothesis and the utilization hypothesis. The 

crucial difference between the conditions is that the viewpoint of the second presentation and the 

start-point coincide in the one viewpoint change condition, whereas they differ in the two viewpoint 

changes condition.  

According to the encoding hypothesis new spatial information is integrated directly when it is 

encoded. Therefore, integration happens in the reference frame coinciding with the perspective from 

which the novel information is perceived and encoded. In both conditions participants have to 

transform the first presentation to align with the second presentation in order to integrate it when 

novel information is perceived. With respect to memory errors we therefore do not expect an 

interaction between the order of presentation (tiles presented first and second) and the experimental 

condition. 

The utilization hypothesis, however, makes different predictions for the two conditions: if 

integration happened in the reference frame from which an action is prepared and initiated, the first 

presentation has to be transformed to align it with the second presentation only in the one viewpoint 

change condition as the start position is the same as the position from which the second presentation 

is learned. For the two viewpoint changes condition, in contrast, the second presentation has to be 

transformed into the reference frame of the first presentation from where participants initiate the 

action. Thus, the utilization hypothesis predicts an interaction between presentation order (tiles 

presented first vs. second) and the experimental conditions. 
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In addition to these hypotheses-specific interactions, main effects of both condition and 

presentation were expected. These effects, however do not allow distinguishing between the 

encoding and utilization hypothesis, as both hypotheses predict these effects: first, presentation order 

is always confounded with general memory decay, thus a main effect for presentation is expected. 

Both hypotheses predict higher error rates in the two viewpoint change condition than in the one 

viewpoint change condition: the encoding hypothesis states that an additional transformation is 

required in the two viewpoint changes condition, but not the one viewpoint change condition. This is 

because the integrated representation has to be transformed from the second viewpoint back to the 

first viewpoint from where actions are initiated in the two viewpoints changes condition only. The 

utilization hypothesis, on the other hand, states that only one representation has to be transformed 

into the orientation of acting (either the first or the second) in both conditions. In the two viewpoint 

changes condition, however, this transformation has to be executed while keeping the other 

representation in memory, which should yield a higher error rate as compared to the one viewpoint 

change condition. 

 

3.2 Results & Discussion 

As in Experiment 1, participants showed good path planning performance: on average the 

chosen paths were 7.2% longer than the optimal solution (see Figure 3). This performance is clearly 

better than predicted if no integration happened (i.e. stepping on the tiles of the different 

presentations successively: t(15) = 16.8, p < .001). Again, this result suggests that participants 

effectively integrated spatial information perceived from the different viewpoints.  

The main purpose for Experiment 2 was to examine whether integration happens while 

encoding novel information (encoding hypothesis) or when the integrated information is required 

(utilization hypothesis). As predicted by the utilization hypothesis, but not the encoding hypothesis, a 

significant interaction between presentation and condition was observed (F(1, 740) = 5.08, p = .025). 

Figure 6 in which error rates for the two conditions are plotted separately for the first and the second 
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presentation demonstrates this interaction: the error rate for tiles presented second in the two 

viewpoint change condition is higher than that of the one viewpoint change condition (difference M = 

0.31, SD = 0.84; F(1, 364) = 12.8, p < .001). No such difference could be established for tiles in the 

first presentation (difference M = 0.05, SD = 0.78; F(1, 364) < 1). The significant interaction and the 

increase in error rate for the second presentation were predicted by the utilization hypothesis, but not 

by the encoding hypothesis. This result suggests that participants transformed the representation of 

tiles presented second to align it with the first representation in the two viewpoints change condition. 

This is most likely due to fact that participants were required to start navigating from the location 

from which they were presented with the first presentation.  

 

Insert Figure 6 about here 

 

Contrary to Experiment 1, there was no difference between the first and second presentation 

in the one viewpoint change condition (see Figure 6). Both hypotheses predicted transformations and 

thus higher errors for the tiles of the first as compared to the second presentation. A lack of power or 

alternating strategies within this condition might be a reason for the lack of this effect. Still, within-

condition comparisons across presentations are not very meaningful in the present setting as they are 

confounded with memory decay, interference with walking, etc. However, comparing error rates for 

the first presentations between conditions should have produced a difference between conditions: 

According to the utilization hypothesis, the first presentation is transformed to align it with the 

second presentation in the one viewpoint change condition. In the two viewpoint changes condition, 

in contrast, participants had to transform the second presentation towards the first presentation. 

Accordingly, we expected a difference between conditions not only for the second presentation (as 

observed), but also for the first presentation (in the opposite direction). This difference might have 

been occluded by an opposing effect. In the two viewpoints change condition, the first presentation 

had to be kept in memory while the second presentation was transformed. This transformation might 



The integration of spatial information    22 
 

have interfered with memory retention, thus occluding differences due to transformation vs. non-

transformation. Note that the encoding hypothesis also predicted a difference between conditions in 

the first presentation, however, in the opposite direction. The results for the first presentation were 

predicted by neither of the two hypotheses. The utilization hypothesis, however, predicted both the 

interaction between condition and presentation as well as the observed difference between conditions 

for the second presentation.  

Not surprisingly, we also found a main effect of condition which was predicted by both 

hypotheses (F(1, 740) = 8.76, p = .003). Participants made more errors in the two viewpoint changes 

condition (M = 0.82, SD = 0.77 errors per presentation) than in the one viewpoint change condition 

(M = 1.1, SD = 0.85). In accordance with the utilization hypothesis the data suggest that transforming 

the first presentation before perceiving the second presentation (one viewpoint change condition) is 

easier than transforming the second presentation while keeping the first presentation in memory at 

the same time (two viewpoint changes condition). This would also explain the main effect of 

presentation F(1, 740) = 10.3, p = .001) which suggests a higher overall error rate for tiles of the 

second presentation (M = 1.1, SD = 0.85) compared to tiles of the first presentation (M = 0.85, SD = 

0.78). The direction of the main effect presentation was opposite to Experiment 1 where a strong 

advantage for tiles presented second was found. In Experiment 2, however, participants could not 

start navigating immediately after the second presentation – rather, they first had to perform another 

movement. Therefore, participants might have relied on long-term memory for both views in 

Experiment 2, while they relied on short term memory for the second presentation in Experiment 1, 

yielding lower error rates for these tiles. There was no main effect of condition for latency (F(1, 267) 

< 1). 

There was a main effect of order (F(1, 12) = 12.7, p = .004; time: F(1, 285) = 1.52, p = .295) 

indicating better memory performance when conducting the two viewpoint changes condition first. 

As order was balanced between participants and included as a factor in the analysis, this effect does 

not provide an alternative explanation for the results discussed above; also we did not observe any 
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significant interaction between order and condition or presentation. No gender difference was 

observed (errors: F(1, 12) = 2.34, p = .152; time: F < 1) and performance did not differ between the 

four different start locations (errors and time: F < 1).  

 

4 General Discussion 

The integration of spatial information perceived at different times and from different 

viewpoints is a common task in spatial learning, navigation and wayfinding. However, surprisingly 

little is known about the underlying processes and mechanisms. Here we demonstrated that spatial 

representations encoded from different viewpoints have to be aligned with each other in order to be 

integrated. This alignment process results in transformation costs. Experiment 1 demonstrated higher 

memory costs (i.e. a higher error rate) when integrating spatial information acquired from two 

different viewpoints, as compared to integrating two representations acquired from the same 

viewpoint. While several earlier experiments that examined the integration of spatial information 

have described integration costs (Golledge et al., 1993; Hanley & Levine, 1983; Montello & Pick, 

1993; Yamamoto & Shelton, 2008), our results suggest that part of these integration costs are due to 

aligning differently oriented representations.
4
 

The observed alignment costs suggest that spatial information is integrated within a single 

reference frame, which requires the reference frames of both representations to be brought together. 

This has been proposed theoretically (Greenauer & Waller, 2010; McNamara et al., 2008; Meilinger, 

2008) and has been demonstrated empirically for spatial learning from a single viewpoint (Greenauer 

& Waller, 2010). In this work we extend these results towards more natural learning situations in 

which spatial information is experienced from different viewpoints.  

The second aim of the present study was to investigate which reference frame was chosen for 

integration. In Experiment 1 an increase in error rate for target tiles of the first presentation was 

observed only in the different viewpoint condition - in which the two presentations were perceived 

from different locations. This result suggests that the representation of the first presentation was 
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transformed towards the reference frame of the second, from where participants perceived novel 

information and started acting. 

In Experiment 2 participants integrated in the reference frame from which they used spatial 

information – i.e., from which they started to act - rather than in the reference frame in which novel 

information was presented. In the crucial two viewpoint changes condition they primarily 

transformed novel information from the second presentation towards the reference frame of the first, 

from which they started acting. Thus, spatial information perceived at different times and from 

different locations seems to be integrated when required, rather than when novel information is 

perceived. This is consistent with the literature demonstrating that participants integrate spatial 

information immediately upon perception only when knowing this will help them and when provided 

with sufficient time to do so. Otherwise, participants kept representations separate (Golledge et al., 

1993; Hanley & Levine, 1983; Holding & Holding, 1989; Moar & Carleton, 1982; Maguire et al., 

1996; Montello & Pick, 1993; Yamamoto & Shelton, 2008). 

Aligning spatial information in the orientation in which it is to be utilized might be part of a 

more general strategy of minimizing alignment costs. Keeping misaligned spatial representations 

separate removes the need for unnecessary transformations. This is particularly true when 

considering alignment for action in addition to alignment for integration. Alignment for action 

occurs, for example, when a memory representation of an environment is misaligned with a 

navigator’s current orientation within this environment. Judgments of relative directions paradigms 

use such misalignments to estimate the orientation of a memory representation; imagined 

orientations aligned with the representation yield better performance than misaligned representations 

(Greenauer & Waller, 2010; Kelly & McNamara, 2008; Kelly et al., 2010; Mou & McNamara, 2002; 

Shelton & McNamara, 2001). Integrating spatial information only within the reference frame 

required to act erases such additional transformation costs, as the integrated spatial information is 

already aligned with the reference frame used for action. Consequently, keeping representations 
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separate and aligning them in the orientation of usage only when integration is required appears to be 

an efficient strategy for minimizing overall alignment costs. 

However, Kelly and colleagues (2010) demonstrated encoding of novel information within an 

reference frame that was already established. It thus seems that the reference frame used for 

integration or the encoding of novel information depends on the exact circumstances. Particularly, 

presentation time as well as test orientations may be relevant for differences in reference frame 

selection. In the experiments from Kelly and colleagues (2010) encoding time was in the range of 

minutes. Participants were thus able to choose the reference frame most appropriate to encode novel 

spatial information – in this case the existing reference frame – and transform novel information into 

this reference frame without time pressure and probably also without observable costs (Hanley & 

Levine, 1983; Yamamoto & Shelton, 2008). During testing they then retrieved information from 

long-term memory. In the present experiments, in contrast, encoding time was limited, and may have 

been too short to encode information in a reference frame different from the one provided by the 

current view. Also, testing immediately followed the second presentation in Experiment 1 which 

makes usage of a short-term representation for the corresponding target tiles likely. The involvement 

of short-term memory, however, is unlikely in the study of Kelly and colleagues (2010). In addition, 

participants in the current experiments were aware of the test orientation which was also familiar, 

whereas participants in the experiments by Kelly and colleagues (2010) were tested from multiple 

novel and unexpected orientations. Given the limited encoding time and their knowledge about 

future test orientations in the current study, participants could have transformed their memory of the 

target locations into the reference frame used for action already during walking – for example by  

updating a working memory representation of the target locations (spatial updating). For future 

research it is an interesting challenge to systematically address how encoding time, knowledge about 

future test orientations, the use of different memory systems, and the possibility of updating locations 

influence the selection of reference frames for integration. Together results from the current and 
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earlier studies suggest a rather flexible mechanism for the integration and encoding of novel spatial 

information. 

Our results suggest that spatial information was transformed in order to be integrated. Such 

transformations in working memory can either be achieved by mentally rotating a representation 

while standing at one location (e.g. Schmidt et al., 2007) or by continuously updating the 

representation while moving to a different viewpoint (e.g. Wang, 2004). From the present data we 

cannot distinguish whether participants mentally rotated their representations, updated their 

representations, or did both. Note, however, that obligatory or automatic updating is not consistent 

with our data (for related critic on automatic updating see Amorim, Glasauer, Corpinot & Berthoz, 

1997; Wang, 2004). The results of Experiment 1, for example, can only be explained by assuming 

that participants ignored movements between target presentations in the same viewpoint condition 

(i.e. they did not automatically update the locations) and instead relied on memory encoded before 

movement. If participants automatically updated all locations, no differences would have been 

expected between conditions. The combination of updating mechanisms and view-dependent 

memory, on the other hand, are consistent with the present data. The main aim of the present 

experiments, however, was to demonstrate, first, that aligning was necessary for integration at all and 

second, to specify the reference frame within which this might occur.  

Many earlier experiments demonstrated that the learning of spatial layouts can lead to the 

establishment of a stable reference frame relative to the surrounding room or the object array (Kelly 

& McNamara, 2008; Mou & McNamara, 2002; Shelton & McNamara, 2001; Valiquette & 

McNamra, 2007). To control for such effects we systematically varied the start locations relative to 

the room and the carpet in both experiments. We did not observe any systematic differences between 

the different start orientations. One reason for this may be that the learning times in our experiments 

were much shorter, in the range of seconds, as compared to the above mentioned studies in which 

participants learned the layouts for several minutes. Furthermore, we did not test for oblique 
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misalignments relative to the room/carpet (i.e. 45°, 135°) which often influence performance more 

than orthogonal misalignments (90°, 180°) in these experiments. 

 

5 Conclusions 

Despite the fact that the integration of spatial information across different viewpoints is a 

frequent spatial task in everyday navigation, very little is known about it. In this study we provide 

first results concerning the process of integration. Taken together the results suggest, first, that 

navigators encode multiple representations which have to be aligned for integration. Second, that the 

integration happens within a single reference frame, and third, that the integration – at least in the 

present circumstances - is conducted when needed for action rather than during encoding, which 

might serve to circumvent alignments.  
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Footnotes 

1
 Note that spatial integration encompasses all processes required to use two separately 

formed spatial representations. In addition to alignment, other processes might contribute as well. 

For example, separate spatial representations might be fused into a single representation. Whether 

such processes also contribute to the costs associated with spatial integration is beyond the scope of 

the current study. 

2
  Note that the standard deviation includes variability between as well as within participants 

although the applied tests only used within participant variability.  

3
  Note that the observed 0.80 errors per trial (0.40 per presentation) correspond to 24.8% of 

the number of errors expected if participants randomly selected 6 out of the 13 tiles (chance level: 

3.23 errors). 

4
  In the experiment of Yamamoto and Shelton (2008) object layouts were perceived from one 

viewpoint only. Still, alignment costs could have occurred if these layouts differed in their intrinsic 

orientation (cf. Greenauer & Waller, 2010). Unfortunately, this information was not provided in the 

paper. 
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Tables 

 

Table 1: Assumptions Guiding the Present Experiments 

(1) Spatial integration happens within a single reference frame 

(2) Transforming misaligned spatial representations into a common reference frame requires 

mental processing which may result in memory errors or increased latencies relative to an 

appropriate baseline (i.e. integrating already aligned representations). 

(3) Spatial information acquired from a novel viewpoint 2 can be integrated with existing spatial 

memory acquired from a viewpoint 1 using 

 (a) the already established reference frame corresponding to viewpoint 1 (cf. Kelly et al., 

2010) 

 (b) the reference frame of viewpoint 2 from which the novel information is perceived 

 (c) the reference frame corresponding to the viewpoint at which the relevant spatial task is 

executed; in this case, two viewpoint dependent representations are maintained in 

memory until the task is executed 

 (d) a reference frame abstracted from the views and corresponding to neither of them (e.g., 

an orientation-free reference frame, or a reference frame based on the dominant layout 

structure; cf. Greenauer & Waller, 2010) 

(4) 

 

If representation A is transformed to align with representation B, then errors will be higher on 

memory items encoded in representation A 
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Figure captions 

Figure 1: A photograph of the magic carpet. The Xs mark view/start locations. The dashed 

lines indicate the paths used during walking. 

 

Figure 2: Schematic drawing of the procedure of a single trial. Participants saw the first three 

target tiles (dark blue) from “1”. Then they turned right and walked to the corner before either 

returning to the same location (left side - same viewpoint condition) or they walked around the carpet 

(right side - different viewpoint condition). From this location “2” they were presented with the three 

additional target tiles before planning the shortest route and walking across the six target tiles. 

 

Figure 3: Integration performance for both experiments. Perfect integration and perfect path 

planning would have resulted in no overshoot relative to the shortest possible path (i.e. 0% longer 

path length). No integration, but perfect planning would have resulted in 20% (Experiment 1) 

respectively 25% (Experiment 2) longer paths, as participants would have walked first to all tiles 

from one presentation and then to the tiles from the other presentation. Means and 95% confidence 

intervals for the means are shown. 

 

Figure 4: Differences in error rate between conditions for tiles presented first and second. 

Means and 95% confidence intervals as estimated from the marginal means are shown. 

 

Figure 5: Exemplary trial for Experiment 2: In both conditions, participants saw the first 

three tiles (dark blue squares) from “1” and the second three tiles (bright red squares) from “2”. After 

watching the second target tiles they either walked to the corner and back (left side – one viewpoint 

change condition) or they returned to location “1” from where they saw the first three tiles (right side 

– two viewpoint changes). Then they should plan and walk the shortest route across these six tiles. 

 

Figure 6: Differences in error rate between conditions for tiles presented first and second. 
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 

 

 

 

 



The integration of spatial information    40 
 

Figure 6 

 

0

0,2

0,4

0,6

0,8

1

1,2

1,4

1,6

1st presentation 2nd presentation

E
rr

o
rs

 p
e

r 
tr

ia
l 
[n

]

One change

Two changes

 


