Eberhard Karls Universitat Tubingen
Mathematisch-Naturwissenschaftliche Fakultat
Wilhelm-Schickard-Institut fiir Informatik

Bachelor Thesis Cognitive Science

Neural modulation by temporal predictability
in the mouse primary visual cortex

Sindy Lowe

August 27, 2015

Reviewer

Prof. Dr. Hanspeter A. Mallot

Department of Biology

University of Tiibingen

Supervisor

Dr. Masataka Watanabe
University of Tokyo



Sindy Lowe

Neural modulation by temporal predictability in the mouse pri-
mary visual cortex

Bachelor Thesis Cognitive Science

Eberhard Karls Universitat Tiibingen

Period: April 30 - August 30



Abstract

The influential theoretical framework of predictive coding states that low-level
sensory areas subtract top-down predictions from bottom-up signals to calcu-
late prediction errors, which are used for perceptual inference. So far, only
few single-unit studies have directly tested predictions of this model. Here, we
measured responses of single neurons in mouse primary visual cortex (V1) and
asked how temporal predictability affects the processing of a visual stimulus.

Head-fixed mice were free to run or sit on a disc in front of a grey screen, on
which we flashed a visual stimulus (black square, 100ms duration) in the ab-
sence of any task. To manipulate stimulus predictability, we presented a visual
cue (black square, 100ms duration, outside of the receptive field) shortly before
the target stimulus appeared. In the standard condition (80% of the trials), the
stimulus onset asynchrony (SOA) between cue and target was fixed at 500ms.
The remaining 20% of the trials comprised of a non-cued condition, where
only the target was presented which was therefore non-predictable, shifted
SOA conditions, where the SOAs deviated from the standard value (& 100ms,
+ 200ms), and a target-absent condition, where only the cue was given.

We recorded from V1 neurons simultaneously across cortical layers and
found that stimulus predictability significantly decreased V1 responses, mainly
in the initial transient component of neuronal activity.

Although no robust statistical significance could be reached, we observed
a tendency that the standard SOA condition leads to the strongest decrease,
resulting in a ”U-shaped” curve of evoked activity versus SOAs. This suggests
the existence of a neural mechanism that attenuates evoked activity dependent
on previously exposed timing. Since we did not find neurons in V1 showing
interval coding behavior, our results are in favor of a higher-level feedback
mechanism that acquires the timing offline during the exposure epoch and
provides temporal prediction online.

To investigate the local neuronal circuitry, we expressed Archaerhodopsin
(Arch) in V1 parvalbumin-positive inhibitory interneurons. We suppressed
interneuron activity by shining yellow light (590nm, 500ms duration) at the
time of stimulus onset. As a result, the attenuation effect vanished as pre-
dictable and non-predictable stimuli evoked similar neuronal responses. This
suggests that local inhibitory neurons play a crucial role in mediating the effect
of predictability.

Furthermore, we replaced the visual cue by an auditory cue (pure tone,
5kHz, 20ms duration). Here, overall effects of predictability and target omis-
sion remained the same.

One interesting observation is that we found no modulation of activity in
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the target-absent condition. This finding indicates that prediction and sensory
input are multiplied, rather than subtracted, which is inconsistent with the
predictive coding model.

In conclusion, our results provide further evidence for prediction based at-
tenuation of evoked neural activity at the single neuron level, and indicate
the involvement of feedback mechanisms. However, the lack of an omission
response contradicts the state of the art framework of predictive coding, which
assumes subtractive neural processing for obtaining prediction errors. It raises
an interesting question whether previously observed attenuation effects of pre-
diction are actually due to predictive coding, and if so, how the framework can
be modified to fit our observations, which suggest multiplicative modulation.
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Chapter 1

Introduction

We operate in a world of sensory uncertainty, due to various factors that limit
the reliability of sensory information. 3D objects of the world are mapped
onto a 2D image in our retina, neuronal noise is introduced in early stages of
sensory coding and there are other structural constraints on neuronal repre-
sentations and computations, such as the blind spot of the retina, where the
optic nerve and blood vessels leave the eye (Gregory & Cavanagh, 2011). As
a result, our brains have to effectively deal with the resulting uncertainty to
generate a congruent representation of the world. This has led to the idea that
perception is a process of inference, where sensory inputs are combined with
prior knowledge (Von Helmholtz, 1867).

A modern approach on how the brain implements probabilistic inference is
the model of predictive coding (Kawato et al., 1993; Mumford, 1992; Rao &
Ballard, 1999). It postulates that inferences of higher-level areas, coined ”pre-
dictions” within the model, are compared with incoming sensory information
in lower areas through cortical feedback.

In the outline of Rao & Ballard (1999) the model is based on a hierar-
chical network, where each level attempts to predict the activity at the next
lower level via feedback connections. This prediction is subtracted from the
bottom-up sensory representation, which results in an error that is sent back
to the higher level via feedforward connections. There, the error is used to
correct the estimate of the bottom up sensory signal. Thus, the neuronal ac-
tivity in lower areas should decrease when predictions are accurate and as a
result redundancy is reduced by removing the predictable. These prediction
and error-correction cycles exist concurrently throughout the hierarchical net-
work and therefore top-down information consisting of predictions influence
lower-level estimates and bottom-up information based on the sensory input
influence higher-level estimates. Higher-level modules predict and estimate
the responses of several lower-level modules and therefore work on a bigger
spatial scale than lower levels. As a consequence, effective receptive field (RF)
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size increases progressively in the ascending hierarchy. Ultimately the goal of
a system becomes optimally estimating the hidden causes for each input on
each level and on a longer time scale, designing an efficient internal model of
natural inputs.

Now, if we want to apply the model of predictive coding to the visual cor-
tex, we may assume that predictions of the expected neuronal activity in V1
are carried from a higher to a lower area (i.e. V2 to V1) via feedback con-
nections, while the residual activity in V1 that was not predicted is forwarded
back to V2 (Mumford, 1992). There the model, which yields the prediction, is
updated and the loop starts over again. Theoretically, the visual cortex would
provide the structure needed for the predictive coding framework, being hierar-
chically organized and having reciprocal corticocortical connections (Felleman
& Van Essen, 1991). Additionally, rendering predictions is heavily facilitated
by the properties of natural images, where neighboring pixel intensities tend
to be correlated, as well as the values of a given pixel over time.

On top of this, Rao & Ballard (1999) showed that a three-level hierarchical
network, constructed according to the hierarchical model described above and
trained on several thousand natural image patches, could elicit some extra-
classical RF effects with similar properties to those found in the visual cortex.
For example, 28 out of their 32 model error-detecting neurons showed endstop-
ping properties, where firing is enhanced when a dark bar lies within the RF
of the neuron, but suppressed when it extends beyond it. Most interestingly,
disabling feedback connections eliminated this effect in most of these neurons
in a manner qualitatively similar to that observed in cortical neurons after
inactivation of layer 6 (Bolz & Gilbert, 1986). Thus, their simulation not only
suggests that some extra-classical RF effects are an emergent property of the
visual cortex using a predictive coding framework, but also provides strong
evidence for the applicability of the predictive coding model to the neocortex.

To further test whether the model of predictive coding is applicable to the
biological brain, several studies have been conducted. A number of functional
magnetic resonance imaging (fMRI) studies have shown, that predictable stim-
uli evoke smaller responses in early visual areas (Murray et al., 2006; Harrison
et al., 2007; Summerfield et al., 2008). Murray et al. (2006), for example, used
individual elements to show that when they formed coherent shapes, activity
in higher object-processing areas increases while activity in the primary visual
cortex (V1) is reduced concurrently. Since the predictable attributes of the
stimuli are not represented in early sensory cortex, local adaptation cannot
explain the suppression effect. Therefore this exemplary study provides strong
evidence for the notion, that feedback connections exhibit inhibitory effects on
lower level areas as predictability improves.

Meanwhile, there are attempts to relate classical effects, such as mis-



match negativity, to predictive coding. Mismatch negativity can be found
both in vision and audition in electro-encephalography (EEG) and magneto-
encephalography (MEG) (Tales et al., 1999; Garrido et al., 2009) and con-
sists of enhanced neuronal responses to deviant stimuli, which violate sensory
predictions established by a regular stimulus sequence. These enhanced re-
sponses are thought to reflect an inability of higher cortical areas to predict,
and thereby suppress, the activity of populations encoding prediction error
(Wacongne et al., 2011).

However, in this case, it is possible that the suppression of predicted stim-
uli is due to adaptation effects or repetition suppression. To test for this
possibility there is an interesting variant of the mismatch paradigm, where
the expected stimulus is omitted, rather than replaced with another stimulus.
Again extensive responses locked to the absence of a predictable stimulus can
be found both in the auditory and visual modality when measured with EEG
or MEG (Czigler et al., 2006; Yabe et al., 1997; Raij et al., 1997). These omis-
sion responses are difficult to explain by adaptation effects, but fit quite well in
the predictive coding framework assuming that stimulus-evoked brain activity
represents the difference between a sensory signal and its top-down prediction.
Then, if the predicted stimulus is omitted, the evoked activity should reflect
the pure prediction signal that is left. Omission responses therefore might
constitute a critical test of the predictive coding framework. Even so, there
are no single unit studies addressing this topic yet.

Since most of the described studies so far made use of EEG, MEG or fMRI,
they only provide circumstantial evidence that the cortex works according to
the predictive coding framework. Thus, dedicated electrophysiological studies
are awaited for further compelling evidence at the scale of single neurons,
neuronal circuits and interareal interactions.

To our knowledge there is only one study that directly validated the ex-
istence of predictive coding using electrophysiology. Meyer & Olson (2011)
exposed monkeys to pairs of images presented in fixed sequences, so that each
leading image became a strong predictor for its corresponding subsequent pic-
ture. After prolonged training, they measured neuronal responses in the infer-
otemporal cortex (ITC) to image sequences that either obeyed or violated the
learned transitional rules. They found that inferotemporal neurons respond
much stronger to unpredicted transitions than to predicted ones. The study
demonstrates that single units are affected by experience-based predictions and
react accordingly when the prediction is invalid.

We may summarize that the end result of predictive coding, an attenuation
of neural activity for predicted sensory stimuli, has been demonstrated at
various levels, but whether predictive coding is the actual mechanism behind
the effect and if so, how it is actually implemented in the brain remains an open
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question. Mouse vision would provide an optimal platform with its modern
measurement and manipulation techniques to pinpoint the neural mechanism
of such effects.

In this study we examined the effect of predictability at the single neuron
level in the mice primary visual cortex (V1) using extracellular recordings. To
manipulate stimulus predictability, we exposed the animals to a temporal se-
quence of two stimuli, such that the first stimulus (”cue”) became a predictor
of the second ("target”). In the standard condition, where the animal was
exposed to the sequence repeatedly in the order of thousands of trials, the
stimulus onset asynchrony (SOA) was set to 500ms. By omitting the cue we
obtained a control condition, which revealed the activity for a non-predictable
stimulus. According to the framework of predictive coding and previous ex-
perimental studies examining the model, the predictable stimulus should evoke
an attenuated response compared to the non-predictable one.

Furthermore, we tried to identify the origin of such prediction effects.
For this purpose, we examined the temporal nature of modulation, namely,
whether it is a temporally broad adaptation effect that takes effect anytime
post-cue for a certain period, or an effect that incorporates precise timing
acquired during exposure to the fixed temporal sequence. To this end, we
introduced temporally shifted targets, which were preceded by a cue, but had
different SOAs in relation to the standard condition. We hypothesized that the
primary visual cortex alone would not be sufficient to store offline and calculate
online the temporal predictions at the scale of few hundreds of milliseconds,
and if we do observe such effects, we may conclude that the modulation origi-
nates from higher levels (but see Hangya & Kepecs, 2015, and discussion).

Additionally, to further investigate the origin of modulation, we adopted
temporal cues of different sensory modalities, namely, visual and auditory.

Meanwhile, as an attempt to pinpoint the local neuronal circuitry of mod-
ulation, we conducted experiments with optogenetic manipulation. In the
mammalian brain, extrinsic corticocortical connections are exclusively excita-
tory but may mediate selective attenuation via their termination in inhibitory
neurons (Bastos et al., 2012). Therefore, manipulation of local inhibitory
mechanisms should alter the attenuation effect, if inhibitory feedback is in-
volved as assumed in the predictive coding model. We suppressed activity of
parvalbumin-positive interneurons (PV+), a subtype of neurons that consti-
tutes the majority of GABAergic inhibitory neurons in mouse V1, using opto-
genetic stimulation. Combined with future work manipulating other types of
neurons, it would not only provide interesting insights into the network struc-
ture employed for attenuation effects by prediction, but would also answer
the question, whether and how predictive coding is implemented in the neural
architecture.



In relation, we tested whether the omission of a predicted stimulus elicits
a neuronal response. According to the standard predictive coding framework,
attenuation of sensory evoked responses occurs due to the subtraction of top-
down prediction from bottom-up input. Meanwhile, various neuronal modula-
tory effects are known to be multiplicative (e.g., Reichardt & Rosenblith, 1961;
Gabbiani et al., 2002; Salinas & Thier, 2000; Mehaffey et al., 2005). Thus,
omission responses to predicted stimuli observed at the scale of single neurons
would offer clear evidence whether previously observed neural attenuation ef-
fects are subtractive as in the predictive coding framework, or multiplicative
as observed in many other neural modulatory effects, and provide insights into
the question whether predictive coding exists in the biological brain in the
form of previously proposed models.

This bachelor thesis is divided into four parts: In the first part, the intro-
duction, we have outlined the current state of research on the topic of predictive
coding, which questions still remain open and how we will try to answer them.
In the next section, the methods, we will provide general information about
the techniques applied in this study before describing the surgical prepara-
tions, experimental setup and data analysis. The third section contains the
results of the data analysis for our experiment, which are then discussed and
embedded into current research in the fourth and final part, the discussion.
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Chapter 2

Methods

Experiments were performed on adult mice. Procedures were in accordance
with the standards of the Society for Neuroscience and the German Law for
Protection of Animals and were approved by the local authorities following
appropriate ethics review.

2.1 Brief explanation of the applied tech-
niques

Before describing our surgical preparations, experimental setup and stimuli,
we want to outline some general information about the techniques used in this
study.

2.1.1 Extracellular Recordings

There is both large- and small-scale organization in the brain and different
functions take place on higher and lower levels. In order to understand com-
putational rules of the brain studying neural activity at the network (sub-
millimeter) level is considered most suitable (Petsche et al., 1984). Emerging
properties of neuronal interactions can be measured within this domain and
models such as predictive coding can be developed. A straightforward ap-
proach to simultaneously record from a large number of neurons are extracel-
lular recordings (Nadasdy et al., 1998).

In contrast to intracellular recordings, such as voltage clamp, the tip of the
microelectrode used for extracellular recordings is immediately adjacent to, but
outside of a neuron. In this way, current fields generated by action potentials in
a cell in close proximity can be detected as small voltage deflections (typically
0.1 — 1mV).
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There are several advantages to this technique. First of all, it provides
a more intact preparation in vivo and thus brain regions or neurons can be
studied in their normal complement of inputs and targets within their natural
milieu. Moreover the cells themselves are usually not severed or damaged
and have developed normally in an intact organism. These factors can add
credibility and reduce caveats to results obtained in vivo. In addition several
experimental questions require an intact organism and cannot be pursued in
vitro. For example, effects of sensory inputs typically must be examined in the
intact brain.

Still, there are some disadvantages to extracellular recordings. For a start
there may be confounds, such as immobilization stress that could alter the
normal electrophysiological responses. Additionally when using a multi-unit
recording, where the activity seen on an individual electrode can be generated
from several nearby neurons, the results are more difficult to interpret. The
obtained spikes have to be matched with multiple single units, which can be a
fault-prone process (cf. Bloom et al., 1995).

2.1.2 Optogenetics

At a basic level, the nervous system can be thought of as a highly complex
electrical circuit. A variety of pump and channel proteins maintain a negative
membrane potential in the resting neuron by controlling the flow of ions across
the membrane. If activation signals cause positively-charged ions to flow into
the cell via these channel proteins, depolarizing the membrane potential and
if sufficient crossing the threshold potential, an action potential is triggered.
This causes sodium ions to rapidly flow into the neuron, which reverses the
voltage inside the cell. Consequently a chain reaction of sodium-ion influx is
initiated that propagates down the length of the axon, eventually stimulating
or inhibiting the production of electrical impulses in neighboring neurons (cf.
Bamberg, 2010).

Historically, there have been some attempts to artificially manipulate neu-
rons and thereby trigger or suppress action potentials. Microelectrodes, for
example, have been used for direct stimulation in neurophysiological studies,
but exhibit a poor resolution limit. ”Caged” neurotransmitters that remain
inactive unless triggered by laser illumination and chemically modified photo-
switchable ion channels notably improved the precision for functional studies,
but possessed limited possibilities for application.

On account of this, the discovery of channelrhodopsin, an algae protein
that can act as an "on” switch by allowing the influx of positive neurons in
response to illumination with blue light, revolutionized the field. Later more
proteins were found, for example halorhodopsin which could also provide an
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"off” switch, as it triggers the influx of negatively-charged chlorine ions in
response to yellow light. There are various techniques to introduce these pro-
teins into the target cells. In this study, for example, we injected a viral
vector associated with the Archaerhodopsin (Arch) protein into V1 of trans-
genic mice expressing Cre recombinase under the control of the parvalbumin
promoter (PVCre). As a consequence the respective light sensitive ion chan-
nels express within the parvalbumin-positive interneurons (PV+ interneurons)
and when shining yellow light on V1, activity of the PV+ interneurons will be
suppressed. GABAergic interneurons (GABA, y-aminobutyric acid), such as
the PV+ interneurons, may be a minority cell type since they only represent
about 10 —20% of all neurons, but nevertheless they are vital for normal brain
function as they regulate the activity of principal neurons. PV+ interneurons
themselves are fast-spiking cells that contribute to feedback and feedforward
inhibition and can convert an excitatory input signal into an inhibitory out-
put signal within a millisecond (Hu et al., 2014). Thus, suppressing PV+
interneurons will lead to an overall enhancement of activity in V1.

2.2 Surgical Preparation

In two PVCre mice, anesthesia was induced by 3% isoflurane and maintained
during surgery using the same chemical (1—2%). Animal temperature was kept
at 37°C' via a feedback controlled heating pad (WPI). A custom designed head-
post was mounted to the skull using dental cement (Tetrik EvoFlow, Ivoclar
Vivadent). A reference wire was placed into the cerebellum and a ground
wire under the skin. During surgery, buprenorphine (0.1mg/kg sc) was used
for analgesia, atropine (0.3mg/g sc) to reduce bronchial secretions, baytril
(5mg/kg sc) was given as antibiotic and the eyes were protected with an oint-
ment (Bepanthen). The following 3 days the same antibiotics and longer lasting
analgesics (carprofen, 5mg/kg sc) were injected.

Additionally, they were injected with the adeno-associated viral vector
AAV9 (Vector Core, University of Pennsylvania) through a small craniotomy
3mm lateral to the midline and 1.5mm in front of the anterior margin of the
transverse sinus. A glass pipette connected to a Picospritzer 111 (Parker) was
slowly lowered to approximately 750um below the brain surface, and a total
of 100-150nl of virus was injected every 100um while gradually retracting the
pipette. The pipette was left in place for an additional five minutes to al-
low viral diffusion, and the craniotomy was covered with Kwik-Cast (WPI).
Neurophysiological recordings with optogenetic stimulation were performed at
least three to four weeks after virus injection.

Thereafter, the animals were habituated to being head-fixed and placed
on a disc, before a craniotomy (< 1mm?) located 3mm lateral to the mid-
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line and 1.1mm in front of the anterior margin of the transverse sinus (Wang
et al., 2011) was performed, which was sealed with Kwik-Cast (WPI) after
each recording session. Recordings typically were continued on consecutive
days as long as unit isolation remained of high quality.

2.3 Experiment

2.3.1 Experimental setup

Head-fixed mice were free to sit or run on a disc, while recording from V1
were obtained. Extracellular recording were performed with 32-channel silicon
probes (Neuronexus, Alx32 — bmm — 25 — 177 — A32) that were inserted
perpendicular to the brain surface and lowered to approximately 1000um. The
setup was enclosed with a dark curtain and there was no ambient light other
than that of the stimulus monitor. In order to monitor the exact stimulus
onset, a photodiode was placed in the upper left corner of the screen and a
black square was displayed below this diode synchronous to each presented
stimulus (Fig. 2.1).

W
©/

Figure 2.1: Experimental Setup: the head-fixed mouse was free to sit and run
on a disc with a distance of 10cm to the screen while extracellular recordings
were performed in V1

Eye position was monitored under infrared illumination using a camera
(Guppy AVT; frame rate 50H z) coupled to a zoom lens (Navitar Zoom 6000).
Although eye movements were occasionally observed, their amplitude was
small and less of a concern, because we were able to consistently evoke vi-
sual responses to the target stimulus, while the visual cue stimulus was placed
far enough away not to be affected by eye movements.

For conducting the optogenetic experiments, photostimulation was carried
out using a fiber-coupled light-emitting diode (LEDs; Doric lenses) with a
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center wavelength of 590nm, driven by an LED driver (LEDD1B, Thorlabs).
The fiber was mounted on a manual manipulator and positioned less than
Imm from the craniotomy. LED light was delivered with a light intensity of
224mW /mm? measured at the tip of a 1000-yum-diameter core.

2.3.2 Procedure and Stimuli

Stimuli were presented on a calibrated liquid crystal display (LCD) moni-
tor (mean luminance 46cd/m?) 10cm in front of the animal’s eyes. To esti-
mate RF position before conducting the experiment, we used custom software
(EXPO; https://sites.google.com/a/nyu.edu/expo/home) for stimulus presen-
tation and mapped ON and OFF subfields of RF's using a sparse noise stimulus
(Liu et al., 2010). This stimulus consisted of white or black squares flashed for
180ms. Following Liu et al. (2010), we fitted ON and OFF subfields separately
with a two-dimensional Gaussian:

A x

fley) = 5o eap(— 3 = 75) (2.1)
where A is the maximum amplitude, a and b are half-axes of the ellipse, and
2’ and 3 are transformations of the stimulus coordinates z and y, taking
into account the angle 6 and the coordinates of the center (zc, yc) of the
ellipse. For each electrode contact, we computed a single RF center by av-
eraging coordinates of the best-fit ON and OFF subfield (explained variance
> 70%). Subsequent target stimuli were presented at the average RF center
across recording sites (Fig 2.2).

For stimulus presentation in the main experiment we used MATLAB
(MathWorks, Inc.) with the Psychophysics Toolbox Version 3 (PTB-3).
Throughout the experiment a grey background (luminance 46cd/m?) was
maintained. The target stimuli consisted of a black square that was displayed
for 100ms at the position of the average RF center identified earlier. To ma-
nipulate stimulus predictability, we presented a cue shortly before the stimulus
appeared. Depending on the experiment the cue either consisted of a visual
or an auditory stimulus.

The visual cue comprised a single black square stimulus similar to the tar-
get, but positioned outside the RF. We made sure the visual cue did not elicit
any neuronal response in any of the recording sites in order to prevent effects
caused by refractory periods of the neurons. The visual cue was displayed for
100ms with a stimulus onset asynchrony (SOA) of 500ms to the target (Fig.
2.3).

In the auditory experiment two cues were presented in each trial each con-
sisting of a 5k H z pure tone played for 20ms. Between the first and the second
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Figure 2.2: Identified receptive fields (RFs) over all 32 channels of the elec-
trode: (a),(b) color maps of ON (a) and OFF (b) subfields (c) RF contours
depicting the fitted outline of the spike subfields

cue, as well as between the second cue and the target the SOA was set to
250ms (Fig. 2.4).

Irrespective of whether the auditory or visual cue was used, the procedure
was designed as follows: First, we repeated the cue-target temporal sequence
about 500 times, to make sure the animal learns the transition between cue
and target. After this time, the standard condition was reduced to comprise
80% of the trials and other conditions for testing purposes were intermingled.
First, we included a non-cued condition, where only the target was displayed,
to test whether the neural response to the predictable stimuli differs to that to
the non-predictable one. Then, in the target-absent condition solely the cue
was presented and the target itself was omitted, to see whether there is any
change in neuronal activity associated with the timing of the missing target.
In the visual cue experiment we further introduced four temporally shifted
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Figure 2.3: Time course for visual cue experiments: the visual cue stimulus
was presented for 100ms and with a SOA of 500ms the target stimulus was
displayed for the same duration. Gray dots represent the possible timings of the
target in the temporally shifted conditions
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Figure 2.4: Time course for auditory cue experiments: the auditory cue stimuli
were played for 20ms, the first at Oms, the second at 250ms and at 500ms the
visual target stimulus was displayed for 100ms

conditions, where the SOA between the cue and target was deviated from the
standard value (£100ms and +200ms), to test the temporal precision of the
prediction. In all trials the intertrial interval (ITI) was randomized between
one and two seconds.

Furthermore, we tried to manipulate the effects of predictability by op-
togenetic stimulation. In this experiment, only the standard SOA cued and
non-cued conditions with the visual cue were used, to test whether the over-
all effect remains the same. Associated with the visual stimuli, yellow light
was linearly ramped up to full intensity and maintained for 500ms to avoid
optogenetic offset contamination of the data.
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2.4 Analysis

2.4.1 Unit extraction and spike sorting

Wideband extracellular signals were digitized at 30kH z (Blackrock microsys-
tems) and analyzed using the NDManager software suite (Hazan et al., 2006).
In order to isolate single neurons from linear arrays, we grouped neighboring
channels into five equally sized ”virtual octrodes” (eight channels per group
with two channel overlap for the 32 channel probes). Using an automatic spike
detection threshold (Quiroga et al., 2004) multiplied by a factor of 1.5, spikes
were extracted from the high-pass filtered continuous signal for each group
separately. The first three principal components of each channel were used
for semi-automatic isolation of single neurons with KlustaKwik (Henze et al.,
2000). Clusters were manually refined with Klusters (Hazan et al., 2006). We
assigned each unit to the contact with the largest waveform, and gave a single
score based on the subjective rating of the manual sorter, the firing rate, the
cleanness of the refractory period, and the stability over time.

2.4.2 Preprocessing

In order to match the neural activity with single trials, we determined their
onset timings using the information provided by the photodiode and their
respective condition by a trial schedule that had been created and used for
each experiment. Then we sorted single spikes in 10ms bins for each trial and
condition. To convert the spike count to Hertz, we divided it by the bin width
(i.e. 10ms) and if several trials were combined by the number of trials. If a
single bin within a trial exceeded a spike rate of 200H z, the trial was discarded
to eliminate potential noise. In the next step, we determined the visually
responsive neurons by conducting a two-sample t-test (o« = 0.05) on single units
with firing rates higher than 4H z comparing the baseline before stimulus onset
with the evoked response for the target (time window: 0.0 to 0.25 seconds from
stimulus onset) in the standard condition in each trial and subdivided these
neurons into two groups: group one (”positively responsive neurons”) evoked a
stronger response during the observed time window compared to the baseline,
whereas the second group ("negatively responsive neurons”) had a significant
suppression effect elicited by the stimulus. This way we obtained an overall
number of 109 positive and 12 negative responsive neurons out of 398 single
units. Furthermore we normalized the activity of each channel separately by
subtracting the baseline measured before stimulus onset and dividing the result
by the mean of the five highest values within the 10ms bins in the standard
condition.



Chapter 3

Results

We wanted to examine, whether predictability modulates neuronal activity in
mice V1 by presenting a fixed temporal sequence of two stimuli ("cue” and
"target”) such that the cue became a predictor for the target. Furthermore
we tried to identify the locus of such effects and the involved neural circuitry.
Lastly, we were interested in the neuronal response elicited by the omission of
the predicted target.

3.1 Visual cue experiment

In the visual cue experiment, cue and target comprised of the same stimulus,
each presented for 100ms. The target was displayed inside the RF, while the
cue was positioned outside, in order to avoid mere adaptation effects.

3.1.1 Standard SOA cued condition against non-cued
condition

First we investigated, whether predictability attenuates neuronal responses to
visual stimuli. As a control to the standard cued condition described above,
we introduced a non-cued condition in which only the target was presented.

In the majority of neurons observed during the visual cue experiment, the
target stimulus clearly evoked a smaller response in the cued condition com-
pared to the non-cued condition. In figure 3.1 we can see the activity of two
example neurons in the cued and non-cued condition, where the peristimulus
time histograms (PSTHs) reveal a clear attenuation effect in the cued condi-
tion.

To determine the timing at which this effect is maximized, we plotted
the evoked activity of each neuron in the cued condition against the non-cued

15
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Figure 3.1: Single neuron activity in the cued and non-cued condition: (a),(c)
show rasterplots for the non-cued and cued condition for neuron 14 (b),(d) show
the respective peristimulus time histograms (PSTHs) (e)-(h) respective plots
for neuron 15. blue shades indicate stimulus presentation

condition for four different time windows (0.00—0.05s, 0.05—0.10s, 0.10—0.15s
and 0.15 — 0.20s from stimulus onset; Fig. 3.2). One can see that attenuation
is strongest for the second time window (0.05 — 0.10s), where most of the dots
are shifted downwards. Therefore we chose this time window for the following
statistical tests.

Using a single-tailed two-sample t-test (a = 0.05) 20 out of 45 visually
responsive neurons showed a significant reduction of neuronal firing rate for
the cued compared to the non-cued condition. This effect was also significant
at the population level (single-tailed, paired-sample t-test, n = 45, p < 0.05)
and can be seen in figure 3.3 where we plotted the normalized population
activity as a function of time in trials in which the cue was either present or
absent (see chapter 2.4.2 for details on the normalization process). The figure
reveals a clear difference between population activity in the cued and non-cued
condition in the initial transient component of neuronal activity.

Our results therefore suggest, that predictability attenuates the magnitude
of neuronal responses.
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Figure 3.3: Normalized population activity in cued (blue curve) and non-cued
(red curve) condition. Target stimulus was presented from 0.00 to 0.10s. Shaded
regions indicate 95% confidence interval
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3.1.2 Temporally shifted conditions

As a second point, we tried to identify the temporal nature of modulation,
namely, whether it is a simple adaptation effect that generally exists post-
cue, or an effect that is dependent on the exposed timing. For this purpose,
we introduced four temporally shifted targets, which were preceded by a cue,
but had different SOAs (300ms, 400ms, 600ms and 700ms) in relation to the
standard condition (500ms).

In some neurons, the target stimulus clearly evoked a smaller response in
the standard SOA compared to the shifted SOA conditions. In figure 3.4 we
can see the activity of two example neurons in the temporally shifted and
standard SOA conditions, as well as in the non-cued condition. The PSTHs
reveal a stronger attenuation effect in the standard cued condition compared
to the shifted SOA conditions.

To examine, how many neurons showed an attenuation effect based on
precise timing, we tested 45 visually responsive neurons on the same time
window relative to stimulus onset (0.05s — 0.10s) using a single-tailed two-
sample t-test (o = 0.05) for each shifted SOA condition separately. The results
can be seen in table 3.1 and show that only few neurons show a significant
difference in activity for the temporally shifted compared to the standard SOA
condition.

’ SOA H number of neurons with significant modification ‘
300ms 4
400ms 4
600ms 3
700ms 0

Table 3.1: Results of single neuron testing on shifted SOA conditions, time
window: 0.05s to 0.10s from stimulus onset, a total amount of 45 neurons was
tested

In figure 3.5 we plotted the normalized population activity as a function
of time in trials of the shifted SOA conditions, the standard SOA condition
and the non-cued condition (see chapter 2.4.2 for details on the normalization
process). One can see the tendency, that the standard SOA condition evokes
the smallest response among the cued conditions.

Next, we tested whether the observed tendencies at the neural population
level is statistically significant (single-tailed, paired-sample t-test, n = 45,
a = 0.05). The results, shown in table 3.2, depict that only the 300ms SOA
condition resulted in a significantly larger response compared to the standard

SOA condition.
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| SOA | test result | p-value |
300ms 1 < 0.05
400ms 0 0.06
600ms 0 0.45
700ms 0 0.75

Table 3.2: Results for testing population activity on shifted SOA conditions
compared to standard SOA condition: time window: 0.05s to 0.10s from stim-
ulus onset, n=45

In conclusion, we did not find a significantly robust effect for precise timing.
The lack of statistical significance may be due to an insufficient number of trials
in the temporally shifted conditions, and thus future work is required to reach
a firm conclusion.
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Figure 3.4: Single neuron activity in shifted SOA conditions compared
to standard SOA condition and non-cued condition: (a),(c),(e),(g),(i),(k)
show rasterplots for the cued conditions with SOAs 300ms, 400ms, 500ms
(standard), 600ms and 700ms and the non-cued condition for neuron 13
(b),(d),(f),(h),(j),(1) show the respective PSTHs (m)-(x) respective plots
for neuron 23. blue shades indicate stimulus presentation
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Figure 3.5: Normalized population activity for shifted and standard SOA
conditions and non-cued condition: standard SOA cued-condition - blue curve,
non-cued condition - red curve, SOA 300ms - violet curve, SOA 400ms - cyan
curve, SOA 600ms - turquoise curve, SOA 700ms - yellow curve. Shaded regions
indicate 95% confidence interval
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3.1.3 Target-absent condition

Next, we examined whether the absence of the predicted target elicits any neu-
ronal response. For this purpose, we have included a target-absent condition,
where only the predicting cue was presented.

In the activity of single neurons no change could be seen. In figure 3.6 the
activity of four example neurons for the target-absent as well as the target-
present (standard) condition is shown. One can see, that while the target itself
evokes a neuronal response, there is no change in baseline in the target-absent
condition.

Using a two-tailed two-sample t-test (aw = 0.05, n = 107) no neuron could
be found with a statistically significant change in activity locked to the timing
of the missing target (0.05-0.10s from virtual stimulus onset) when compared to
baseline. In figure 3.7 the evoked activity of each neuron in the target-absent
condition is plotted against the evoked activity in the cued target-present
condition. This scatterplot reveals that while there is a considerable variety in
response strength to the target, little difference can be seen in the responses
of the neurons for the target-absent condition.

There was also no significant change in activity on the population level
when tested with a two-tailed, paired-sample t-test (p = 0.32). In figure 3.8
we plotted the normalized population activity as a function of time in trials in
which the target was either present or omitted.

In summary, it can be said that the target-absent condition did not evoke
significant neuronal responses at the timing of the missing target.
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Figure 3.6: Single neuron activity in the target-present and target-absent con-
dition: (a),(c) show rasterplots for target-present and target-absent condition
for neuron 7, (b),(d) show the respective peristimulus time histograms (PSTHs)
(e)-(h) respective plots for neuron 13 (i)-(1) respective plots for neuron 14 (m)-
(p) respective plots for neuron 15. blue shades indicate stimulus presentation,
gray shades the respective timing of stimulus omission
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interval
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3.1.4 Standard cued against non-cued condition with
optogenetic stimulation

In order to further investigate the involved circuitry of the attenuation effect,
we used optogenetic manipulation to suppress the activity of parvalbumin-
positive GABAergic interneurons while comparing the evoked activities be-
tween cued and non-cued conditions.

No difference could be seen between the magnitude of evoked activity in the
cued and non-cued condition of single neurons. Figure 3.9 shows the activity of
two example neurons in the cued and non-cued condition under the influence
of optogenetics. Apparently there is no difference in response strength in these
two conditions.

Non-cued condition Cued condition Non-cued condition Cued condition
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Figure 3.9: Single neuron activity in the cued and non-cued condition using
optogenetic stimulation: (a),(c) show rasterplots for non-cued and cued condi-
tion for neuron 7 (b),(d) show the respective PSTHs (e)-(h) respective plots
for neuron 15. blue shades indicate stimulus presentation

Because the evoked activity seems to be shifted in time between cued and
non-cued conditions, we only tested the peak values for significant differences.
None out of 18 visually responsive neurons had a significant difference in peak
activity between cued and non-cued condition when tested with a two-tailed
two-sample t-test (o = 0.05).

There was also no significant change in peak activity of the population
response when tested with a two-tailed, paired-sample t-test (n = 18, p =
0.85). In figure 3.10 we plotted the normalized population activity as a function
of time in trials in which the cue was either present or omitted (see chapter
2.4.2 for details on the normalization process). Evidently the activities seem
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to be shifted in time, but nevertheless show not much difference in their overall
activity pattern.
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Figure 3.10: Normalized population activity in cued (blue curve) and non-
cued (red curve) condition using optogenetic stimulation. Target stimulus was
presented from 0.00 to 0.10s. Shaded regions indicate 95% confidence interval

In conclusion, it can be stated that the attenuation effect vanished when
the activity of PV+ interneurons is suppressed by optogenetic stimulation,
indicating that the modulation of neural activity relies on a local inhibitory
neural mechanism.
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3.2 Auditory cue experiment

In the auditory cue experiment, the cue comprised of a pure tone (5 kHz, 20ms
duration) which was played twice before the visual target of 100ms duration.
In the standard condition the SOAs (first cue to second cue, second cue to
target) were fixed to 250ms.

3.2.1 Standard SOA cued condition against non-cued
condition

First we investigated, whether predictability attenuates neuronal responses to
visual stimuli. As a control to the standard cued condition described above,
we introduced a non-cued condition in which only the target was presented.

In the majority of neurons observed during the auditory cue experiment,
the target stimulus clearly evoked a smaller response in the cued condition
compared to the non-cued condition. In figure 3.11 we can see the activity
of two example neurons in the cued and non-cued condition, where the peris-
timulus time histograms (PSTHs) reveal a clear attenuation effect in the cued
condition.
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Figure 3.11: Single neuron activity in the cued and non-cued condition:
(a),(c) show rasterplots for non-cued and cued condition for neuron 48 (b),(d)
show the respective peristimulus time histograms (PSTHs) (e)-(h) respective
plots for neuron 62. blue shades indicate stimulus presentation

To determine the timing at which this effect is maximized, we plotted
the evoked activity of each neuron in the cued condition against the non-cued
condition for four different time windows (0.00—0.05s, 0.05—0.10s, 0.10—0.15s
and 0.15—0.20s from stimulus onset; Fig. 3.12). One can see that attenuation
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is strongest for the first time window (0.00 — 0.05), where most of the dots
are shifted downwards. Therefore we chose this time window for the following
statistical tests.
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Figure 3.12: Evoked activity (Hz) in cued and non-cued condition for different
time windows, where red dots represent positively responsive neurons, blue dots
negatively responsive neurons: (a) time window: 0.00 - 0.05s (b) time window:
0.05 - 0.10s (c) time window: 0.10 - 0.15s (d) time window: 0.15 - 0.20s

Using a single-tailed two-sample t-test (aw = 0.05) 15 out of 34 visually
responsive neurons showed a significant reduction of neuronal firing rate for
the cued compared to the non-cued condition. This effect was also significant
at the population level (single-tailed, paired-sample t-test, n = 34, p < 0.05)
and can be seen in figure 3.13 where we plotted the normalized population
activity as a function of time in trials in which the cue was either present or
absent (see 2.4.2 for details on the normalization process). The figure reveals a
clear difference between population activity in the cued and non-cued condition
in the initial transient component of neuronal activity.

Our results therefore suggest, that predictability attenuates neuronal re-
sponse strength.



3.2. AUDITORY CUE EXPERIMENT 31

2.5 T T T T T

-
53}
T

Normalized activity

o
o

054 0 0.1 0.2 0.3 0.4
Time (secs)

Figure 3.13: Normalized population activity in cued (blue curve) and non-
cued (red curve) condition. Target stimulus was presented from 0.00 to 0.10s.
Shaded regions indicate 95% confidence interval

3.2.2 Target-absent condition

Next, we examined whether the absence of the predicted target elicits any neu-
ronal response. For this purpose, we have included a target-absent condition,
where only the auditory cue was presented.

In the activity of single neurons no change could be seen. In figure 3.14 the
activity of four example neurons for the target-absent as well as the target-
present (standard) condition is shown. One can see, that while the target itself
evokes a neuronal response, there is no change in baseline in the target-absent
condition.

Using a two-tailed two-sample t-test (o = 0.05, n = 93) no neuron could
be found with a significant change in activity locked to the timing of the
missing target (0.00-0.05s from virtual stimulus onset) compared to baseline.
In figure 3.15 the evoked activity of each neuron in the target-absent condition
is plotted against the evoked activity in the cued target-present condition.
This scatterplot reveals that while there is a considerable variety in response
strength to the target, little difference can be seen in the responses of the
neurons for the target-absent condition.

There was also no significant change in activity at the population level



32 CHAPTER 3. RESULTS

Target-present condition Target-absent condition Target-present condition Target-absent condition
a C e g
400 e 100 100} T
300 T '
=200 N AR S 50 50 .
100} 5
0 ' 0 0 -
-0.5 0 0.5 1 -0.5 0 0.5 1 -0.5 0 0.5 1
b d f h
2
~ ~ 15 15
15 Z
Z Z 10 10
> 1 >
= =
< bl
0 0 0 0
-0.5 0 0.5 1 -0.5 0 0.5 -0.5 0 0.5 1 -0.5 0 0.5 1
Time (secs) Time (secs) Time (secs) Time (secs)
Neuron 29 Neuron 47
Target-present condition Target-absent condition Target-present condition Target-absent condition
i k m

o

] | n p
30 30 A40 40
T N30 30
J20 20 z
Z Z20 20
2 2
< bbbl < * ikl
0 0 0 0
-0.5 0 0.5 1 -0.5 0 0.5 1 -0.5 0 0.5 1 -0.5 0 0.5 1
Time (secs) Time (secs) Time (secs) Time (secs)
Neuron 48 Neuron 62

Figure 3.14: Single neuron activity in the target-present and target-absent
condition: (a),(c) show rasterplots for target-present and target-absent condi-
tion for neuron 29, (b),(d) show the respective peristimulus time histograms
(PSTHs) (e)-(h) respective plots for neuron 47 (i)-(1) respective plots for neu-
ron 48 (m)-(p) respective plots for neuron 62. blue shades indicate stimulus
presentation, gray shades the respective timing of stimulus omission

when tested with a two-tailed, paired-sample t-test (p = 0.056). In figure 3.16
we plotted the normalized population activity as a function of time in trials
in which the target was either present or omitted (see 2.4.2 for details on the
normalization process).

In summary, it can be said that the target-absent condition did not evoke
neuronal responses.
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Figure 3.15: Evoked activity (Hz) in target-absent and target-present con-
dition: red dots represent positively responsive neurons, blue dots negatively
responsive neurons, black dots visually unresponsive neurons
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Chapter 4

Discussion

In this study we investigated the effect of predictability on stimulus evoked
neuronal activity in mice V1 by exposing the animals to a temporal sequence
of stimuli, such that the first ("cue”) became a temporal predictor of the second
("target”). Together with a non-cued condition, we compared neuronal activ-
ity between predictable and non-predictable stimuli. Following the framework
of predictive coding, we assumed that the predictable stimulus would elicit a
weaker response than the non-predictable one, and indeed found an attenua-
tion of neuronal response, when the stimulus was predictable.

Furthermore we tried to specify the locus and neuronal circuitry of this
predictability effect. For this purpose, we introduced shifted SOA conditions to
test the temporal precision of prediction. Although a tendency was noticeable
that the standard SOA condition elicited the smallest response, maximization
of effect at this timing was not statistically significant.

Additionally we used both visual and auditory cues, to test whether pre-
dictability effects can be generated across different sensory modalities. Our
results show qualitatively similar effects in both experiments.

In order to investigate the involved circuitry, we tested the influence of
optogenetic stimulation on the effect. Suppression of PV+ interneurons led to
the disappearance of the attenuation effect, indicating their crucial involvement
in mediating predictions.

Lastly we examined the neuronal activity linked to the omission of the
target stimulus. In the predictive coding framework, calculation of prediction
error is subtractive and thus, negative modulation should occur at the timing
of the predicted sensory stimulus. But there is also a number of evidence
suggesting that many calculations in the brain are actually multiplicative. In
contrast to the predictive coding model, if the attenuation of evoked activity
is based on multiplicative computations, the absent target should not evoke
any activity, since the prediction would be multiplied by zero, the non-existing
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sensory input. The omission response at the single neuron level could therefore
provide interesting insights into the computational mechanisms of the brain in
regard to stimulus prediction. Interestingly, we did not observe any neuronal
response associated with the timing of the missing target.

In the following section, we will discuss our results in regard to these topics.

4.1 General effect

Comparing the activity in the cued and non-cued condition, we observed that
temporal predictability manipulates neuronal activity in V1. In both the vi-
sual and auditory cue experiment, the initial transient component of neuronal
activity to the target stimulus was significantly suppressed when prediction
was possible. This finding is consistent with the model of predictive coding,
which postulates that an accurate prediction results in a smaller error which
in turn corresponds to the lower neuronal activity we measured in V1.

4.2 Origin and neuronal circuitry of modula-
tion

Following this, we tried to specify the origin and neuronal circuitry of the
suppression effect of predictability.

First, we could show that the visual and auditory cue induced qualitatively
similar effects of predictability. This might be seen as an indicator towards the
involvement of higher-level computations. However, there is the possibility of a
fast low-level crossmodal connection to V1 that provokes prediction processes
within V1.

Then, in order to investigate the temporal nature of the predictability
effect, namely, whether it is a simple adaptation effect that exists post-cue,
or an effect that is dependent on the precise timing, we introduced shifted
SOA conditions. Unfortunately, we did not find robust significant differences,
although a general trend is observable that a greater shift of the SOA from the
standard value resulted in a reduction of the attenuation effect. In case this
specific property of the effect reaches statistical significance after optimizing
the experimental protocol (e.g. increasing trials for the shifted conditions), we
may claim that the attenuation effect is not based on a mere low-level neural
adaptation effect, but requires a precise mechanism that keeps track of the
exposed timing.

Although interestingly, according to Hangya & Kepecs (2015), it has been
shown that V1 could provide such timing mechanisms. Based on the work of
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Shuler & Bear (2006) and Liu et al. (2015), they state that V1 is capable of
predicting reward timing using a population code that provides an estimate
of both the mean and temporal uncertainty about anticipated reward time.
They further describe three types of interval coding neurons that were found
in V1 and their particular reward-timing activity. Some neurons seem to show
sustained activation from cue presentation to the expected time of reward,
while others show inhibition during the same time period. A third group
exhibits a firing rate peak at the expected reward time (Fig. 4.1). Based on
this, we take the position that if the predictability effect is based on a within
V1 mechanism, we should find similar activity patterns in the neurons we
observe. However, this was not the case. We did not find any neurons that
showed the described interval coding behavior. From this, we infer that the
attenuation effect of predictability is less likely to be generated by a V1 local
mechanism, but rather mediated by higher-level feedback mechanisms.

Rate

Rate

Rate

Time

Figure 4.1: Responses of V1 neurons that anticipate reward time from the
visual cue (green dashed line) to the reward (blue dashed line). Three types of
interval coding neurons were identified: sustained activated, sustained inhibited
and peak firing neurons (figure taken from Hangya & Kepecs (2015))

The results of the experiment using optogenetic stimulation do not contra-
dict the above position. Since extrinsic corticocortical connections are exclu-
sively excitatory, inhibitory feedback effects can only be mediated by employing
local inhibitory mechanisms (Bastos et al., 2012). Thus, if the predictability ef-
fect is caused by higher-level feedback, it should be eliminated when inhibitory
mechanisms in the lower-level area are silenced. We tested this possibility by
suppressing the activity of PV+ interneurons, a type of inhibitory neurons that
constitutes the majority of GABAergic neurons in mouse V1, using optoge-
netic stimulation. Indeed the difference between neuronal response strengths
to predictable and non-predictable stimuli disappeared under this condition,
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revealing that PV+ interneurons play a substantial role for predictability ef-
fects in V1. However, this does not provide inevitable evidence for top-down
influences, since an intra-areal suppression effect would have to rely on local
inhibitory mechanisms as well.

In summary, it can be stated that our results indicate the involvement of
higher-level feedback in the prediction effect. In order to produce the temporal
precision we observed, an accurate mechanism would be required. This might
be provided by V1 itself, but we did not find any neurons showing interval
coding as in the work of Hangya & Kepecs (2015) and therefore conclude, that
the mechanism is likely to be provided by higher-level sources. Furthermore,
the results of the auditory cue experiment and the optogenetic manipulation
experiment do not contradict with this view.

It would be interesting to test whether shutting down higher-level feedback
influences the attenuation effect. This might be achieved by cooling down the
respective brain areas or by means of optogenetics and could probably provide
the most compelling evidence for the necessity of these connections.

4.3 Error calculation

In the model of predictive coding, prediction error is calculated by subtracting
the prediction from bottom-up sensory input. Omitting a predicted stimulus
would therefore result in an error equivalent to the size of prediction, due to
its subtraction from zero (i.e. the absence of sensory input). This error should
then be seen as a neuronal response temporally locked to the missing stimulus.

In our results, however, we did not find any such activity in the target
absent condition. Not one single unit had a significant change in activity at
the timing of the missing target. This suggests that the attenuation effect
is multiplicative, rather than subtractive. Following predictive coding, the
incorrect prediction would be multiplied by zero (i.e. the missing sensory
input) and therefore the resulting error equals zero as well and no change in
activity arises.

Multiplicative modulation, or gain control, is consistent with a number of
studies on computational neuroscience (for review, see Salinas & Thier, 2000).
McAdams & Maunsell (1999), for instance, manipulated the response ampli-
tudes of neurons independently of their selectivity or RF characteristics (so
called ”gain modulation”) by guiding the attention of the examined rhesus
monkeys. Then they tested, whether the resulting changes in V4 orientation-
tuning curves could be described as a multiplication and indeed this was the
case. In another study, Mel (1993) also revealed a possible mechanism for
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neurons to calculate approximate multiplications based on dendrites contain-
ing NMDA-type synaptic conductances and voltage-dependent sodium (Na),
potassium (K) and calcium (Ca) channels.

Aside from that, Buzsdki & Mizuseki (2014) argue that most distributions
in the brain, such as synaptic weights, firing rates of individual neurons and
the number of synaptic contacts between neurons, are skewed and typically
lognormal, rather than bell-shaped as it is often assumed. Based on the math-
ematical rule that the product of many independent variables has an approxi-
mately lognormal distribution, it is therefore concluded, that the majority of
interactions in the brain are multiplicative and synergistic. Another argument
for multiplicative computations in the brain is that they would significantly
increase the capabilities of single neuron computations (Mehaffey et al., 2005).

Considering these works on the topic, the most suitable explanation for our
results seems to be an attenuation effect based on multiplicative calculations.
Nevertheless, we have to consider other possibilities. One possibility would
be that the arrival and thus the subtraction of the prediction is triggered by
the stimulus itself, such that the error is only produced when a stimulus is
present. However, this is unlikely because our results show that predictability
mainly affects the very initial neuronal response, suggesting that the prediction
is already held available when the stimulus appears.

Assuming that the attenuation effect is multiplicative, it raises a funda-
mental question whether the mouse visual system utilizes predictive coding in
the first place, and if so, how. Further work is required on both the theoretical
and experimental side to answer this critical question.

4.4 Conclusion

The present study showed that temporal predictability manipulates neuronal
firing in mouse V1. Since we did not find any neurons showing interval coding
in V1 and obtained similar effects with both auditory and visual cues, our
results are in favor of a higher-level feedback mechanism that mediates atten-
uation of temporally predicted stimuli. Interestingly, we found no significant
modulation when the target was omitted, which contradicts with the current
predictive coding framework assuming subtractive error calculation. It raises
the fundamental question whether the brain utilizes such predictive coding
schemes, and if so, how the framework can be modified to fit our observations
which suggest multiplicative modulation.
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