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Nonparametric Regression between General Riemannian Manifolds*
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Abstract. We study nonparametric regression between Riemannian manifolds based on regularized empirical
risk minimization. Regularization functionals for mappings between manifolds should respect the
geometry of input and output manifold and be independent of the chosen parametrization of the
manifolds. We define and analyze the three most simple regularization functionals with these prop-
erties and present a rather general scheme for solving the resulting optimization problem. As appli-
cation examples we discuss interpolation on the sphere, fingerprint processing, and correspondence
computations between three-dimensional surfaces. We conclude with characterizing interesting and
sometimes counterintuitive implications and new open problems that are specific to learning between
Riemannian manifolds and are not encountered in multivariate regression in Euclidean space.
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1. Introduction. The concept of a Riemannian manifold is a useful abstraction for many
data types in image processing and beyond. For example, the human perception of color
values can be modelled via a color circle [38]. Similarly, circular structure is found for in-
terpherometric measurements in SAR (synthetic aperture radar) images [25]. In image and
video sequence formation, classic manifolds such as rotations and combinations thereof are
ubiquitous, and more complex Riemannian manifolds appear as surfaces of three-dimensional
objects [40]. More abstractly, it is often useful in image processing to study whole sets of
images themselves as Riemannian manifolds [42], or similarly in shape processing, to define a
Riemannian structure on the set of all shapes [19, 9].

In this paper we focus on a classic statistical problem with such data, namely regres-
sion between two Riemannian manifolds. Nonparametric regression subsumes interpolation,
extrapolation, and smoothing as special cases, which are ubiquitous problems in image pro-
cessing and image formation. The common problem is to learn from given pairs of input and
output examples a mapping between the input and the output space.

The regression problem where input and output domains are Riemannian manifolds is
quite distinct from standard multivariate regression between Euclidean spaces. It produces a
large variety of new and interesting features, some of which we will describe in this paper. One
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fundamental problem of using traditional regression methods for manifold-valued regression is
that most standard regression schemes assume that the output space is linear. It thus makes
sense to linearly combine simple basis functions, since the addition of function values is still
an element of the target space. While this approach still works for manifold-valued input, it
is no longer feasible if the output space is a manifold, as general Riemannian manifolds do
not have linear structure.

One way that one can still learn manifold-valued mappings using standard regression
techniques is to learn mappings directly into charts of the manifold. Another approach is to
use an embedding of the manifold in Euclidean space and utilize back-projections onto the
manifold. While both approaches yield manifold-valued mappings, the solution will depend
on the chart or embedding, respectively, and in particular will not respect the geometric local
relationships of the manifold, since close points in Euclidean space need not be close in the
geometry of the manifold.

Our approach for regression between manifolds is based on regularized empirical risk
minimization, directly influencing the smoothness of the learned mappings via the regularizer.
We describe the construction of general regularization functionals based on the derivatives of
mappings between Riemannian manifolds and discuss in more detail three specific functionals,
namely the harmonic, biharmonic, and novel Eells energy, which can be seen as a generalization
of the thin-plate-spline energy. One important property of a regularization functional is its
null space, the set of mappings which are not penalized. Interestingly, in the case of the Eells
energy the null space turns out to be the set of totally geodesic maps. These maps can be seen
as a proper generalization of the set of linear mappings to the case of Riemannian manifolds.
Computing the regularization functionals straightforwardly from their definition is often quite
difficult. However, if the input and/or output manifold can be embedded isometrically in
Euclidean space, the regularization functionals can be rewritten in a much simpler form.
From this formulation we construct a relatively simple yet very versatile implementation,
which allows us to demonstrate regression between manifolds in four applications. First, we
show the differences among the three regularizers for two interpolation tasks on the sphere.
We continue with an application to fingerprint reconstruction and finally apply the presented
framework in a realistic surface registration problem. We conclude the article by discussing
some challenging yet very interesting new mathematical and statistical questions which arise
due to the non-Euclidean structure of input and/or output space.

The general learning setup is described in section 2. In section 3 we define regulariza-
tion functionals for manifold-valued mappings, followed by a discussion of their properties in
section 4. In section 5 we provide expressions of the regularization functionals in terms of
embeddings, which turns out to be crucial for efficient implementation, our version of which is
described in section 6. Experimental results are shown in section 7, and we conclude with some
interesting aspects and open problems arising for learning between Riemannian manifolds in
section 8.

1.1. Related work. Riemannian manifolds are commonly used in so-called manifold learn-
ing, where either only the input domain is considered to be a manifold [3] or a description of
the manifold itself is learned [42]. In both cases the manifold is unknown, and only a sample
of points from this manifold is given. Instead, the focus in this work is to learn a predictor



NONPARAMETRIC REGRESSION BETWEEN MANIFOLDS 529

from given pairs of input/output examples lying on known input and output manifolds.

For regression with manifold-valued output there are classic methods for spherical data
[13]. Recently, k-nearest neighbor [17, 6], Nadaraya—Watson [9], and wavelet [35] types estima-
tors have been adapted for this task. In contrast, our work is based on differential energies for
mappings between general Riemannian manifolds. It unifies and extends previous approaches
in that direction in various ways. The harmonic [12, 44] and biharmonic [27] energies have
been studied extensively in the differential geometry community, but less so in a learning
context. Close to our setting are [14, 30, 22, 7]. All of these consider the problem of learning
a curve in the output manifold; that is, in contrast to our approach, the input domain is
constrained to be one-dimensional and Euclidean. Interpolation is performed in [14, 30] with
a regularizer that penalizes second-order derivatives, whereas [7] proposes regularization func-
tionals of arbitrary order. Approximation is analyzed in [22], but only a first-order regularizer
is used. All these approaches fix start- and endpoints of the curve. The closest in spirit to
our approach is [26], where the harmonic energy is used in an approximation setting.

Parts of the present work have been previously presented at conferences [40, 39]. This
paper summarizes our previous work in a unified and self-contained way. Additionally, we
here compare our approach with other potential regularization energies such as the harmonic
and the biharmonic energy and provide arguments as to why the proposed intrinsic approach
is superior to an extrinsic treatment [16]. Moreover, we present interesting and challenging
problems that arise in nonparametric regression between manifolds and that are not present
in the Euclidean case. Finally, in the appendix we derive the Euler—Lagrange equations for
all discussed energies.

1.2. Notation. Throughout the article we use the following notation. M is always the
input manifold, N the target manifold, and ¢ : M — N is a mapping from input to target
manifold. The dimensions of M and N are m and n, and x and y are coordinates in M and
N. Moreover, we will use the Einstein summation convention and Penrose’s abstract index
notation; see [46, Chapter 2.4]. “Abstract” indices indicate only the tensor type; they should
not be confused with the indices for the components. For example, a two-times covariant
tensor h is written as hg,, and the coordinate representation would be hq, = hy, dxl ® dxy .
In general, we use Greek letters for components («, 3, v for components in M and p, v, p for
components in N) and Latin for abstract indices (a, b, ¢ for indices in M and r, s, ¢t in N). We
denote by gup, haep the metrics on M and N, and by M7 and V'V the Levi-Civita connections on
M and N with corresponding Christoffel symbols ng and NV Ffju. We follow [21] in defining
the Riemannian curvature tensor R : @3TM @ T*M — R as VoV Z¢ — ViV Z¢ = Rapa Z°.
As usual, ® denotes the tensor product.

2. Regularized empirical risk minimization for manifold-valued regression. Given a set
of K training pairs (X;,Y;) with X; € M and Y; € N, we would like to learn a mapping
¢ : M — N. This learning problem reduces to standard multivariate regression if M and N are
both Euclidean spaces R” and R, and to regression on a manifold if at least N is Euclidean.
We propose to use regularized empirical risk minimization, which can be formulated in our
setting as

K
1
2.1 in - » L(Y;¢(Xi)) +AS(9),
(21) ¢35§0$3V)K;( $(Xi)) + A S(9)
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where C*°(M, N) denotes the set of smooth mappings ¢ between M and N, L : N x N — R,
is the loss function, A € R, the regularization parameter, and S : C*°(M,N) — R the
regularization functional. The regularization functional should measure the complexity of the
mapping ¢; the proper definition of such a functional will be the topic of the next section.

2.1. Loss function. In multivariate regression, f : R”™ — R", the most common loss
function is the squared Euclidean distance of f(X;) and Y;, L(Y;, f(X;)) = ||Y; — f(Xi)||]?§n.
A direct generalization to a loss function on a Riemannian manifold IV is to use the squared
geodesic distance in N, L(Y;, ¢(X;)) = d3 (Y, #(X;)). The correspondence to the multivariate
case can be seen from the fact that dy(Y;, #(X;)) is the length of the shortest path between
Y; and ¢(X;) in N, as the norm ||f(X;) — Y;| is the length of the shortest path, namely the
length of the straight line, between f(X;) and Y; in R™. Naturally, taking the pth power of
the geodesic distance as well as any other function © : R. — R, of the geodesic distance is
also possible.

In general, we assume our problem to be in a statistical setting (however, the frame-
work works also if this is not the case), where the given input/output pairs (X;,Y;) are i.i.d.
(independent and identically distributed) samples from a probability measure P on X' x ).
The setting we have in mind is that our data is perturbed by noise in the output space. In
multivariate regression it is well known that, using the squared Euclidean distance as a loss
function, L(y;, f(x;)) = ||lyi — f(:nﬁ”én, the Bayes optimal predictor f*, that is, the function
f* minimizing the expected loss,

fr= argmin E|Y - f(X)|* = argmin ExEyx[||Y — f(2)|* | X],

f measurable f measurable

is given by the regression function f*(z) = E[Y|X = z|. The regression function f*(z) is
uniquely determined (almost everywhere) since the risk functional is strictly convex in f(z).

Naturally, the question arises of which is the Bayes optimal mapping ¢* : M — N in the
manifold case; that is, using the squared geodesic distance in N as a loss measure, which map
¢* minimizes the expected loss,

¢"=  argmin By BEyy[d}(Y,0(X))| X],
¢:M— N, ¢ measurable

where we assume that Ed3 (Y, ¢(X)) < oo for some measurable ¢ : M — N. Using the
factorization of the probability measure P, the Bayes optimal mapping ¢* can be determined
pointwise,

" (s) = argmin Eld (V,p) | X =] = axgmin [ (0. p) dia(v),
peEN pEN N

=F(p)

where dyi,, is the conditional probability measure for Y given X = x. The global minimizer of
F(p) is called the Frechét or Karcher mean [17].! Tt is the direct generalization of the mean

Tn some cases the set of all local minimizers is denoted as the Frechét mean set, and the mean is called
unique if there exists only one global minimizer.
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in Euclidean space to general metric spaces. Unfortunately, it need no longer be unique as in
the Euclidean case. A simple example is the sphere with a uniform probability measure on
it. In this case every point p on the sphere attains the same value F'(p), and thus the global
minimum is nonunique. We refer to [18, 4] for more information on the conditions under which
uniqueness can be proven.

2.2. Function space. Note, that in (2.1) we constrain ¢ to be smooth. However, it is
well known for Euclidean output spaces that optimizing a regularization functional based on
derivatives over the set of differentiable functions may in some situations yield trivial non-
continuous solutions; see Sobolev’s embedding theorem [2]. However, one can give conditions
on the dimension of the input space or alternatively on the order of the penalized derivatives
for which such trivial solutions are not possible. While the generalization of this theory to
the manifold-valued case is beyond the scope of this paper, we discuss these issues and the
theory of spaces of manifold-valued mappings in more detail in section 8.1. As Euclidean out-
put is a special case of manifold-valued output, it is likely that the restrictions encountered
there translate to the more general problem discussed in this paper. In all the experiments of
this work, these restrictions are satisfied. For simplicity, we assume in the following that all
considered mappings are smooth.

3. Regularization functionals for mappings between Riemannian manifolds. We would
like to define regularization functionals,

S:C™(M,N) - R,

for mappings between two Riemannian manifolds M and N measuring the smoothness of
mapping ¢ : M — N via its derivatives. Two objectives should hold for the regularization
functional:

1. independence of the parametrization of M and N,

2. intrinsic formulation; that is, the energy should depend only on the geometry of M

and V.

The first objective means that the energy should not depend on the coordinate representation
of the manifold; e.g., the energy of curves on the sphere should be the same if we represent
the sphere in spherical or stereographic coordinates. This can be achieved by formulating the
energy in the covariant language of differential geometry. The second requirement is that the
energy should depend only on the geometry of M and N; that is, only intrinsic properties of
M and N should matter. In particular, if M and N are isometrically embedded in Euclidean
space like the sphere S? in R? or SO3 in R3*3, no properties of the ambient spaces should
be taken into account, since the embedding is not unique. We will show in section 5.3 that
the penalization of components in the ambient space (extrinsic quantities) leads to a notion
of smoothness for manifold-valued mappings which contradicts our intuitive expectations.

The remainder of this section requires some technical notions from differential geometry,
particularly that of a pull-back connection. For the sake of a clear presentation we have moved
the exact definition of this term to Appendix A. The basic properties can be understood also
without this knowledge.

Before we discuss general regularization functionals penalizing derivatives of arbitrary
order let us begin with the most simple energy functional for manifold-valued mappings. The
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differential or Jacobian dg¢y, : Ty M — Ty, N of a mapping ¢ : M — N evaluated at x is given
as
_ 9" a

(3.1) dgg(x) = Ty

® o
oz

T 8y“

o(x)
It measures the change of the output ¢(z) € N as one varies x in the input manifold M. This
1-1-tensor can be used to define the most simple differential energy, the so-called harmonic
energy.

Definition 3.1. The harmonic energy Sharmonic(¢) of a mapping ¢ : M — N is defined as

(3.2) Sharmonic(¢) = /M ||d¢||§’;M®T¢(x)N dV($)

s D¢ D
= | i @h @) 55 v (@)

where dV = y/det g dz is the volume element of M.
For standard regression, that is, M = R and N = R, the harmonic energy reduces to

Sharmonic(¢) = /R ||V¢||2dll,‘

m

For m =1 this functional in turn reduces to the energy functional of linear splines, and using

this energy in approximation or interpolation as in objective (2.1) leads to piecewise linear

solutions which are nondifferentiable at the mapped data points ¢(X;). Similar behavior can

be observed for curves on manifolds, that is, for M = [a,b] and N a Riemannian manifold,

where ,
Sharmonic((ﬁ) = / ‘éH dt

with ¢(t) = %(t). In this case, minimizers of (2.1) are piecewise geodesic [22].

Since we are generally interested in solutions which have higher smoothness, we have to use
higher-order derivatives in the regularizer. In the Euclidean case this is typically done, e.g.,
by using the thin-plate spline energy [g... [|[H f H% dx, where H f is the Hessian of f : R™ — R
and ||| p the Frobenius norm. Another alternative is the biharmonic regularizer, [ |Af|*dz,
where A f = trace(H f).

For the generalization of regularizers of this type to the case of mappings between manifolds
we have to define the second derivative of mappings between Riemannian manifolds, that is,
the covariant derivative of the differential d¢},. The problem is here that d¢ “lives” in the
cotangent and tangent space, T; M and Ty, N, of two different manifolds. Thus we cannot

b
a

simply use the connection ¥V of M. The solution is to use the pull-back connection V’
defined in Appendix A, which yields a notion of the derivative of a vector field on N with
respect to a variation in M, where M and N are connected via ¢ : M — N. We then use
the pull-back connection for derivatives of vector fields in the target manifold N plus the
connection on M for derivatives on the input manifold together in a so-called tensor product
connection; see also Appendix A. The pth-order covariant derivative of the differential d¢ will
yield the tensor field
Vo -+ Vo, ddl € @' T*M @ ¢~'TN,

ap+1
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where ¢~'T'N is the pull-back bundle; see Definition A.2. This derivative is by definition
invariant with respect to parametrization and respects the intrinsic geometry of M and N.
For a function ¢ : R™ — R"” the pth-order covariant derivative equals

or+1 O*

Oxf ... QxOr+1

s
Qp+1 9

da;gll Q.- ®d(1}'ap+1 ® ayu

In this form the Euclidean (p 4+ 1)-order derivative is covariant, that is invariant under coor-
dinate changes.

We can now define higher-order differential energies. In order to obtain a real-valued
regularization functional, we have to define an operation O : @"T'T*M ® ¢~ 'TN — R,. The
function © usually consists of two steps. One first takes traces in some entries and then the
norm or some power of the norm of the resulting tensor. This yields the general regularization
functional, S : C*°(M, N) — R, defined as

(33) 5@) = [ OVl Vit ) av

We will illustrate this for second-order differential energies (p = 1). The tensor field V}d¢], is
given in coordinates (see Appendix A) as

B 00 0000
0xPoxe Oz P 9z 9P

I

%,
(3.4) Vi do! = [ rfjp] da! ® dz8 ©

Ayr
Note that nonvanishing Christoffel symbols of M keep the expression linear in ¢, whereas
nonzero Christoffel symbols of N render the second-order differential a nonlinear operator.
This illustrates again why manifold-valued input is easier to handle than manifold-valued
output.

For the tensor field V;d¢, we can first take the trace in b and a and then use the squared
norm in Ty, N, which yields the biharmonic energy.

Definition 3.2. The biharmonic energy Shiharmonic(®) s defined as

2
Vv (z)

. ) _ ba ! T
(35) Sb1harmonlc(¢) /M Hg vbd¢a Ty(z)N

= / 9" G by Videt?, Ve AV (z).
M

Another possibility is to directly use the squared norm in T; M @ Ty M & Ty, N.
Definition 3.3. The Eells energy Sgens(¢) is defined as

Stelis(@) = /M | Viday|

2
Ty MOT; M&T () N v (z)
(3.6) _ /M §% g hyy Vide! V'yds AV (x).

While the biharmonic energy has been discussed in the differential geometry community
(see [27]), the Eells energy has to our knowledge not been studied in differential geometry or
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elsewhere before. We have named it after James Eells, recently deceased, who pioneered the
study of harmonic maps between Riemannian manifolds [12].

The Eells energy reduces to the thin-plate spline energy in the Euclidean case. If M and
N are Euclidean, we obtain

DPPH 92V
_ af 6
Stelis () / 99 h“”axaagﬂ 0xP oz

v (),

where g and h are the Riemannian metrics corresponding to Euclidean space. This is the
parametrization-independent form of the thin-plate spline energy. In Cartesian coordinates
we have ¢*? = %8 and hyw = 04, where 0 is the Kronecker symbol. The Eells energy thus
reduces to the standard form of the thin-plate spline energy:

021 \?
(3.7) Shens(¢ Z/ Z <8xaaﬂ> dz.

a,y=1
For curves ¢ in a manifold N, that is, M = [a, b], the Eells energy and the biharmonic energy
are identical,

2
o), b

(3'8) SEeHs(¢) = Sbiharm.(qb) = Tyey N

where qﬁ(t) = %qﬁ(t). Using this energy, we recover the interpolation problem of cubic splines
on curved spaces proposed by [14, 30] in our framework (2.1) for A — 0.

4. Properties of the regularization functionals. In this section we describe and compare
general properties of the harmonic, biharmonic, and Eells energy and their use as regularizers
for regression between two general Riemannian manifolds. We start by describing the null-
space of the different functionals, which characterizes the mappings which are not penalized;
continue with an analysis of the difference between biharmonic and Eells energy; and end with
a discussion of why second-order energies are useful in modelling physical systems.

4.1. The null space. The null space of a regularization functional S(¢), that is, the set
{¢]S(¢) = 0}, is interesting for two reasons. First, the null space consists of the mappings
which are not penalized and therefore defines a set of mappings with which we are free to fit
the data. In standard regression these are usually linear mappings or polynomials of small
degree. The other reason is that, as the regularization parameter A\ tends to infinity, the
regularized empirical risk minimization problem in (2.1) reduces to

4.1 arg min L(Y;,0(X;)) s.t.5(o) =
(4.1) Joremin % Z (¢)

Thus, in this limit the only feasible set of mappings is the null space of S.
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Harmonic energy. The null space of the harmonic energy Sharmonic(¢) consists of the con-
stant maps ¢ = y, y € N (see [11]); that is, all input points in M are mapped to a single
point ¢ in N. The property that the harmonic energy penalizes deviations from a constant
mapping has severe consequences for the learning task. Namely, if the image of the boundary
OM is not fixed, then the harmonic energy can always be reduced by contracting the mapping
as much as the trade-off between loss and regularizer allows. It is often not easy to know a
priori how to fix the image of the boundary boundary M such that no big distortions arise.
One example of the negative contraction effects following from this problem can be seen in
Figure 6(c) below, another in [26, Figure 4]. It is interesting to note that for the squared
geodesic distance loss the learning problem in (4.1) reduces to a classical problem in differen-
tial geometry: the task is to find the mean of a set of points on a Riemannian manifold, the
so-called Karcher mean [17].

Eells energy. We have shown in the last section that the Eells energy reduces to the classical
thin-plate spline energy if input and output manifolds are Euclidean. In this case the null
space consists of the linear mappings between input and output space; that is, we are free to
fit the data with linear maps, but any deviation from linearity will be penalized. The concept
of linearity breaks down in the manifold setting since input and output space have no linear
structure.

An interesting question is whether there exists a proper generalization of linear mappings
to the case where input and output space are Riemannian manifolds. A key observation
towards a natural generalization of the concept of linearity is that linear maps map straight
lines to straight lines. Now a straight line between two points in Euclidean space corresponds
to a path of shortest length and is thus a geodesic between the two points. In analogy to
the Euclidean case we will therefore consider in Riemannian manifolds mappings which map
geodesics to geodesics as the proper generalization of linear maps. The following proposition
adapted from [11] defines this concept and characterizes the corresponding mappings.

Proposition 4.1 (see [11]). A map ¢ : M — N is totally geodesic if ¢ maps geodesics of M
linearly to geodesics of N; i.e., the image of any geodesic in M is also a geodesic in N though
potentially with a different constant speed. The following three properties are equivalent:

1. ¢ is totally geodesic;
2. ¢ preserves the connection, i.e.,

NV asx)do(Y) = dp(MVxY),

where d¢ is the differential of ¢ and X,Y are smooth vector fields on M ;
3. Vide; =0.

Proposition 4.1 immediately characterizes the null space of the Eells energy as the set of
totally geodesic maps.

Linear maps encode a very simple relation in the data: the relative changes between input
and output are the same everywhere. This is the simplest relation that a nontrivial mapping
can encode between input and output, and totally geodesic mappings encode the same “linear”
relationship even though the input and output manifolds are nonlinear. However, note that as
linear maps, totally geodesic maps are not necessarily distortion-free, i.e., isometric. However,
every distortion-free mapping is totally geodesic. Moreover, given “isometric” training points,

dM(XZ7X]) = dN(KaY])7 17] = 17 o 7k7
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then among all minimizers of (2.1), there will be an isometry fitting the data points, given
that such an isometry exists. With this restriction in mind, one can see the Eells energy
also as a measure of distortion of the mapping ¢. This makes the Eells energy an interesting
candidate for a variety of geometric fitting problems, for example, for surface registration as
demonstrated in the experimental section.

Despite the similarity of linear and totally geodesic maps it should be noted that there
are circumstances in which they show completely different behavior. One important example
is discussed in section 8.3.

In contrast to the harmonic energy, the Eells energy does not lead to contraction effects.
Imagine the situation of only two given training points in a regression problem from the
real line to the sphere. While the solution for the harmonic energy tends to contract and
passes only in the limit A — 0 exactly through the points, the solution for the Eells energy
yields a geodesic which exactly fits the given training data points for any A > 0. It also
extrapolates “linearly,” whereas the harmonic solution which minimizes the change of the
prediction function does not extrapolate beyond the first and last training points. These
effects are demonstrated in Figures 4 and 6 below.

Biharmonic energy. The null space of the biharmonic energy is a superset of the null space
of the Eells energy, since here only the trace of the “Hessian” of ¢ has to vanish, not all its
components. Apart from totally geodesic mappings, the null space of the biharmonic energy
also contains all stationary maps of the harmonic energy; see Theorem D.2 in Appendix
D. Although this sounds reasonable at first, the null space may thus be too big for some
applications. This can be seen from a simple example in Euclidean space. Consider the
mapping ¢ : R? — R with ¢(z1,72) = 2% — 22, which is clearly nonlinear and intuitively
not very smooth. Nevertheless, the biharmonic energy of this mapping is zero. We therefore
recommend the Eells energy as a better smoothness measure.

4.2. Difference of biharmonic and Eells energy. One can show (see Theorem 4.2 below)
that in Euclidean spaces the biharmonic and the Eells/thin-plate spline energy differ only by
a boundary term. In the literature they are therefore often considered as equivalent; see, for
example, [10]. However, even in Euclidean space, this is only justified, given that one can
guarantee that the first or second derivative of the function one wants to learn vanishes on
the boundary of the domain or decays to zero at infinity. Furthermore, if either M or N is
non-Euclidean, the two energies are different due to curvature effects, even when one neglects
boundary terms. Interestingly, this difference also holds for simple real-valued functions on
a non-Kuclidean Riemannian manifold M, that is, for N = R. The proof of the following
theorem is found in Appendix B.

Theorem 4.2. The biharmonic and Eells energy are related in the following way:

Sbiharmom‘c((ﬁ) = SEells((ﬁ) + /M hT’S gab ng d¢2 <R%be d¢2 - R%vs d¢2 d¢3 d¢g) av

[ Nheo gt (ddh Videy — dol Vidoy) dV
oM

where R%be, N 5 is the Riemannian curvature tensor of M, N, and dV is the volume form

of the boundary OM .
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4.3. Physical interpretation of intrinsic second-order energies. In [24] classical mechan-
ics is reformulated in terms of differential geometry. Namely, one considers the set of possible
configurations of a system to form manifold N. The standard example is rigid body motion
which has configuration space R? x SO(3), that is, position plus orientation. The manifold
of configurations is then given a geometric structure by using the kinetic energy as Rie-
mannian metric. Newton’s equation for the time-dependent state v of the physical system,
v : [a,b] — N, can then be written as

Vi () = 7(t,v(t)),

where 7 are the external forces acting upon the system. Noting that it is exactly this ac-
celeration Vs ;)7(t) which is penalized in the biharmonic/Eells energy of curves (3.8), one
can interpret the smoothing problem (2.1) for 7 as optimizing the trade-off between passing
through the set of given points and following free motion as much as possible. Since the ac-
celeration is directly related to the external forces acting on the system, the biharmonic/Eells
energy penalizes the amount of external forces which have to act on a physical system to push
it along a certain trajectory. For applications like animation or robot control, where a real
physical system is lying beneath the learning problem, the biharmonic/Eells energy is thus
particularly useful.

5. From intrinsic to extrinsic representation. One can deduce from (3.4) that the rep-
resentation of the Eells energy in coordinates of M and N is quite complicated and not easily
accessible for optimization. Moreover, the use of local coordinate systems introduces the
complication that the mapped point ¢(x) can be in different coordinate systems during the
optimization.

In this section we show that these difficulties can be elegantly circumvented if M and
N are assumed to be isometrically embedded submanifolds in Euclidean spaces R* and R!,
respectively. We show that in this case the first- and second-order differential energies pre-
sented above have equivalent but much simpler forms in terms of the derivatives with respect
to the embedding spaces. Expressing the regularization functionals in terms of ambient space
also allows the usage of a global coordinate system, which reduces the algorithmic overhead
dramatically.

The assumption of the existence of an isometric embedding into Euclidean space is not
restrictive. Any compact manifold can be isometrically embedded into Euclidean space R¥ for
large enough k; see [28]. For a huge class of manifolds an isometric embedding in Euclidean
space is known. Often the manifold is even defined as a constrained set in R¥ or given just
as a point cloud in R*, where in both cases the metric is induced from R¥ and the isometric
embedding is trivial.

Below, quantities which are defined on M or N are called intrinsic, whereas quantities
related to the embedding spaces R* and R’ are called extrinsic. The goal will be to represent
the intrinsic expressions introduced above with simpler computable extrinsic ones. We stress
that in doing this we neither lose the invariance with respect to parametrization nor change
the reqularizer.

For simplicity we split the discussion below. We first consider the case where N is a
general Riemannian manifold isometrically embedded in R, and then the case where M is a
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Figure 1. Comparison of extrinsic and intrinsic second derivative. Suppose ¢ : R — N, N the black curve
on the left. Thus, U : R — R?, but U(zx) € N. If the images V(z;) of equidistant points x; in the input manifold
M =R are also equidistant on the output manifold, then ¥ has no acceleration in terms of N; i.e., its intrinsic
second derivative in N should be zero. However, the extrinsic second derivative of U in the ambient space,
which is marked red in the figure, is not vanishing in this case. The Fells energy penalizes only the intrinsic
acceleration, that is, only the component parallel to the tangent space at ¥(x;), the green arrow.

general manifold embedded in R*. The proofs of all theorems are in Appendix C.

5.1. Computation of the energies for general output manifolds. Assume that the output
manifold N can be embedded isometrically into R!, and let i : N — R be the embedding map.
Denote by ¥ : M — R! the composition ¥ = i o ¢. Let z* be standard Cartesian coordinates
in R, Then the differential of ¥ is given as d¥’ = gff; drg® %. In order to define derivatives
of the differential d¥} we need a pull-back connection V:TM @ U~ 'TR! — UITR! for ¥;
see Appendix A. It is

nd aT R! aT

— = —— =0
a9 Ozh AV (g5a) o

the second equation due to the flatness of the connection of R!. Because of this property the

expressions for the covariant derivatives of ¥ simplify significantly. However, note that the
. I . . = . I 2, voar .
coordinate vector 6‘97 of N has the derivative Vafa (dz(aaw)) = 85,,5;“ gfa 6‘92 . The following

theorem shows how intrinsic expressions in ¢ can be expressed in terms of the extrinsic ones
in U,
Theorem 5.1. The following relations of intrinsic and extrinsic objects hold:

(5.1) dp, =dV,,  Viddl = (V) ',

where T denotes the projection onto the tangent space Ty N of N.

Theorem 5.1 is visualized in Figure 1. If M is a domain in R™, it allows us to derive a
dramatic simplification of the energy expressions.

Theorem 5.2. Let M C R™ and x® be Cartesian coordinates; then

(022
(52) Sharmonic(\ll) :/ Z <axa> d:E,

M
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Second-Order Approximation

Sphere <\

Tangent Plane

Figure 2. Second-order approximation of a sphere at the south pole. Note that the principal curvature, also
called the extrinsic curvature, quantifies how much the manifold bends with respect to the ambient space.
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5.2. Computation of the energies for general input manifolds. Now assume that the
input manifold M is isometrically embedded in R¥. This allows us to construct local second-
order parametrizations of M, for which the evaluation of the Christoffel symbols M Fga in the
second derivative (3.4) is particularly easy.

Proposition 5.3. Let 2!, ..., z™ be the coordinates associated with an orthonormal basis of
the tangent space of M at p € M. Then in Cartesian coordinates z of R¥, the manifold can
locally be approximated up to second order as

z(x) = (a;l,...,xm,fm+1(x),...,fk(x)),

where fi(z) = ZZL,/le Hiaﬂzvo‘a:ﬁ and Hiaﬁ 1s the second fundamental form of M atp. If M is a
hypersurface in R* (k = m+ 1) and if the coordinates x* are aligned with the principal direc-
tions of M at p, then one has f¥(x) = >0, ka(2®)?, where Ky are the principal curvatures
at p.

A visualization of this standard result of differential geometry (see, e.g., [21]) is given in
Figure 2. The principal curvature, also called the extrinsic curvature, quantifies how much the
input manifold bends with respect to the ambient space. Local second-order approximations
allow us to compute the second derivative in (3.4) efficiently, as the next proposition shows.

Proposition 5.4. Given a second-order approximation of M centered at p as in Proposi-
tion 5.3, then for coordinates x we have that

905(0) = b0,  MT',(0) =0.
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Furthermore, at p € M,

o2k Fogun
+ —HZ o
02802 0z"
r=m-1

(5:5) = 0zPoze

o2 pH B 8\I/“MF7 O2pH
0xPoxe  Ox7 @

For a hypersurface M (k= m + 1), one has 11}, = 0gara if the coordinates x* are aligned
with the principal directions and ko are the principal curvatures of M at p.

Note that (5.5) is not an approximation but the true second derivative of ¥ at p on M.
This is due to the following argument: If we allowed for higher-order terms in f™*1 ..., fk,
we could fit M exactly in a local neighborhood around p. Then z would be coordinates of
M and not of its second-order approximation. However, since the computation of Christoffel
symbols at p and of (5.5) requires only second derivatives of f™*! ... f* at p, we would
obtain identical results.

A straightforward consequence of Proposition 5.4 is Corollary 5.5 below, which gives simple
extrinsic forms for the Eells and biharmonic energies with manifold-valued input. These
expressions are derived by replacing the second partial derivatives in (5.3) and (5.4) with the
slightly more complicated expression (5.5). We show only the energy densities here, since
coordinates z are different for each point p € M.

Corollary 5.5. For general input manifolds M and a second-order approrimation as in
Proposition 5.3, the energy densities of the Fells and biharmonic energies of ¥ at p are given
as

2
I m 9 k T
pH PH
(5.6) biharmonic: Z Z (é’W + 86,27’ H2a> )
u=1a=1 r=m+1
L& R P TEA
(57) FEells: Z Z W + Wnﬁa .
p=1a,B=1 r=m+1

The principal curvatures are known in analytic form for many manifolds. For point cloud
data one can estimate them using a local fit with a quadratic function.

5.3. Comparison of intrinsic and extrinsic energies. The expression of the intrinsic sec-
ond derivative in terms of extrinsic quantities allows us to discuss the differences between our
approach, which penalizes only intrinsic variations of the mapping, and the approach recently
proposed in [16, 47], where extrinsic variations are penalized. In this section, we will briefly
argue why this extrinsic energy has worse properties than our proposed intrinsically defined
one, demonstrating the difference for curves v: M — N, M CR.

Suppose the output manifold N is isometrically embedded in R!. The extrinsic second-
order regularization functional Sex(7) is given as

Sexl() = /det,

where ¥ is the second derivative in R'. In contrast, the Eells energy Si,(7) reduces for curves
to

Sn(y) = / 19542 d.
M
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Figure 3. Ezample showing that geodesics are in gemeral mot minimizers of the extrinsic second-order
energy. Solid: the manifold N is given as the graph of a function f : (0,00) — R. Dotted: the curvature
of N, that is, the scalar second fundamental form, at (z, f(x))T € N as a function of x. Dashed: gradient
of the extrinsic energy density Sex(y) along TN for unit-speed curve y(t) € N. The tangential gradient at
y(t) = (z, f(x))T is plotted as a function of x. While v is a geodesic in N, the tangential gradient of Sex(7)
does not vanish.

In both cases one has the constraint v(z) € N for all x € M. The extrinsic and intrinsic
derivative are related via ¥ = V4% + II(%,%), where Il : TN x TN — NN is the second
fundamental form of N and NN denotes the normal bundle of N; see also Figure 1. That
means that the extrinsic energy penalizes the intrinsic tangential acceleration and the normal
component. We have ||5]|* = [[V4#]1* + [|TI(¥,%)||?, and therefore

Sex(7) = Sin(y) + /M TG A2 dt.

If N has constant extrinsic curvature as, for example, the sphere, then ||[II(%,4)|* =

C ||4|I%, so that the extrinsic energy functional is just a combination of harmonic and Eells
energy. For simplicity suppose that we are given only two data points. Using the intrinsic
energy, we will find a connecting geodesic as the solution of the learning problem in (2.1),
since geodesics have zero energy Si,. For the extrinsic energy, the harmonic part of the energy
aims to contract the curve; thus the minimum of (2.1) will be a geodesic segment that ends
short of the training points, depending on the regularization parameter A.

While in the special situation above the solutions are at least similar, the extrinsic energy
leads to less intuitive solutions in the general case of nonconstant extrinsic curvature. The
following simple example shows that geodesic segments are no longer minimizers of the ex-
trinsic energy Sey if the second fundamental form is nonconstant. Yet, they would be global
minimizers of the intrinsic energy Si,.

Assume now that the output manifold N is the graph of a smooth function f : (0,00) — R,
that is, N = {x € R?|z; > 0, f(x1) = 2} with f(z) = cosh(z) — 1. A unit speed curve in
N is given as «(t) = (arsinh(¢t), f(arsinh(t)))7, i.e., H%’y(t)H = 1. Curves which minimize the
extrinsic energy Sex in R2, equivalent to cubic splines, need to have their fourth derivative
orthogonal to N. In Figure 3 we plot the tangential component of %y(t), <"y, 7(4)> =6t/(1+
t2)3, which is clearly nonzero. Thus the geodesic + is not a minimizer of the extrinsic energy

Sex-
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6. Implementation. A classic route to solving the variational learning problem (2.1)
would be to derive the Euler-Lagrange variational equations and to solve these. We have
computed the first variation for all energies in Appendix D. However, this generally leads
to systems of fourth-order differential equations which are numerically very difficult to solve.
If M is one-dimensional and N is a bi-invariant Lie group, one can reduce such systems to
second-order differential equations; see [29, 31]. For general Riemannian manifolds, such re-
ductions are not obvious. Instead, we propose to solve the problem in a way similar to finite
element approaches. That is, we directly minimize the optimization problem (2.1) over a
parametrized class of functions ¢. This way, only second derivatives are needed, and further-
more no boundary conditions have to be specified explicitly.

In the following we will explain how to express objective (2.1) in terms of finitely many
parameters, and how these can then be optimized efficiently with a pseudo-Newton method.
All information about the manifolds that are used in a specific application is made available to
the optimization routine through a number of interface functions. An implementation of these
interfaces for two standard types of manifolds, namely spheres and point clouds, is described
afterward. Since we aim at using the tools from the previous section, we will throughout this
section assume that M and N are isometrically embedded in R¥ and R, respectively, and the
targeted function is thus represented as ¥ : M C RF — R/,

6.1. The optimization. Concerning a suitable representation of W in terms of parameters,
consider the following arguments. If the output space was Euclidean, then the Euler-Lagrange
equations of the different energies derived in Theorem D.2 would be linear differential equa-
tions that could elegantly be solved using Green’s functions centered at the data points.
Optimization problem (2.1) could then be reduced to an optimization in the span of such
functions [45]. However, this reasoning is critically dependent on the linear structure of the
output space N, and no simple parametric form exists for the minimizer of (2.1) if the output
is a general Riemannian manifold, simply because the set of all mappings from M to N is not
even a vector space.

In the general manifold case, we thus have to resort to some form of discretization. Typical
approaches are gridding combined with finite difference approximations for the derivative
operators or alternatively finite element methods. Here, we propose using a collocation-like
approach, choosing the local polynomials as a flexible function class. Note that the minimizer
of (2.1) will almost surely not lie exactly in this set. However, by adding additional polynomial
centers we can make the function class more and more flexible and thus approximate the
optimal solution more and more closely. The proposed approach also allows computing the
required derivatives analytically, without the necessity of a uniform grid on the input space.

Let M be an open subset or submanifold of R¥. Then we parametrize the puth component
of mapping ¥ : R¥ — R! as a local polynomial of low order; that is,

S
_ i ko (|AZi]) g (A, wy')
= = .
251 ko (|1 A;])
Here, g(Az;, w!') is a first- or second-order polynomial in Az; with parameters w!’, Az; =

(z—¢;) is the difference between z and the local polynomial centers ¢;, and ko, (z) = k(r = )
is a compactly supported smoothing kernel with bandwidth o;. We choose the local polynomial

H(x)
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centers ¢; approximately uniformly distributed over M, thereby adapting the function class
to the shape of the input manifold M. If we stack all parameters w!' into a single vector w,
then ¥ and its partial derivatives are just linear functions of w, which allows computing these
values in parallel for many points using simple matrix multiplication.

We compute the energy integral (3.3) as a function of w, by summing up the energy
densities at an (approximately) uniformly chosen set of samples from M. The projection onto
the tangent space, used in (5.6) and (5.7), and the second-order approximation for computing
intrinsic second derivatives, used in (5.6) and (5.7), are manifold-specific and are explained
below.

If NV is non-Euclidean, which is the case in which we are mostly interested, we need to
satisfy the constraints ¥(z) € N for x € M throughout the optimization process. We soften
this condition and add it to the objective function as v [y, d(¥(z), N)*dz, where d(y, N)
denotes the Euclidean distance of a point y € R! from the manifold N. We increase the weight
~ during the iterative optimization process until all points are within a given prespecified
distance of N. As initial solution for ¥, we compute the free solution, i.e., where N is
assumed to be R'. In this case the problem becomes convex quadratic, since there are no
constraints and no location-dependent projections. The iteratively increasing penalization of
the distance to the manifold leads to a slow settling of the initial solution towards the target
manifold. In contrast to a simple projection of the initial solution onto N, as done in [40], this
procedure is much more robust. The projection of ¥ can lead to large distortions which, in
turn, can cause the optimization to become numerically unstable or to stop in local minima.

If we allow for ¥(z) ¢ N during the optimization, then we have to declare how the projec-
tion of the second derivative of ¥ onto the tangent space is meant and how we deal with the
loss term in this case. We propose to determine the projection using the isodistance manifolds
Ny =1{y € R!|d(y, N) = d(¥(x),N)} of N. For the loss we use the geodesic distance be-
tween the projection of ¥(X;) onto N and Y;, that is, dy(argmin, ¢ [[W(X;) -y, Y;). These
two constructions are sensible, since as the weight + of the constraint v [}, d(¥(z), N)*dx
increases, ¥ will approach the manifold IV, and both terms converge to the corresponding op-
erations directly executed on the manifold N. The computation of d(¥(x), N), the projection
onto tangent spaces of isodistance manifolds, and the computations of geodesic distances on
N are again manifold-specific and can be found below.

Having expressed all parts of the optimization problem (2.1) in terms of the parameters w,
we obtain an unconstrained nonlinear optimization problem min,, f(w), which we solve using
a pseudo-Newton method as follows. For each update we compute the true gradient V f(w),
but only an approximation V2 f(w) of the Hessian, that is, the Hessian of f(w) but without the
projection onto the tangent space of N in the Eells energy. We then perform a line search in the
direction —(V2f(w))~'V f(w) and update w accordingly. Computing only an approximation
of the exact Hessian is advantageous for two reasons. First, it is computationally much
simpler since no second derivative of the projection operator is required. Second, it adds to
the robustness of the algorithm due to the following argument. The Eells energy does not
penalize oscillations in the normal direction of the manifold. While such oscillations cannot
occur if U(w) € N is strictly enforced, they can occur during the optimization process where
we have relaxed that constraint. Using the approximate Hessian discourages such distorting
oscillations; however, we are still guaranteed to minimize the true Eells energy. This can
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be seen as follows. The approximate Hessian of the Eells energy is positive semidefinite. If
we assume that the training points fix an optimal linear transformation, then the combined
approximate Hessian of the whole objective (2.1) is positive definite, and the multiplication
of the gradient with the inverse of this matrix just corresponds to a change of the used
inner product of the Euclidean embedding space. Finally, note that computation of the
descent direction —(V2f(w))~'V f(w) can be performed efficiently with sparse methods, since
the compact support of the smoothing kernel k implies sparsity of the approximate Hessian

V2 f(w).

6.2. Manifold operations. It remains to describe the required manifold-specific opera-
tions. First, we need to be able to project onto the tangent space of the output manifold
N and its isodistance manifolds. Second, we need to be able to project from the embed-
ding space of the output manifold R onto N, and third, we require geodesic distances on N.
For curved input manifolds M we additionally need the principle curvatures for the intrinsic
second derivatives; see Proposition 5.4.

In this section we focus on the two types of manifolds that we used in our experiments,
that is, the sphere S'"! C R! and two-dimensional surfaces in R® which are given as point
clouds with surface normals. Note that the projection P ' onto the tangent space of N and its
isodistance manifolds can conveniently be performed for any embedded manifold if we have
access to a signed distance function 7 of the manifold N. The projection P at x € R is then

given as PT(z) =1 — WW(%)W(%)T-

For the unit sphere S'=!, the signed distance function is simply given as n(x) = 1 — ||z
The projection from the embedding space onto the sphere is trivial, and the geodesic distance
is d(x,y) = arccos (%) for z,y € S'"'. The principle curvatures are both —1 for all
pe M.

For point cloud surfaces in three dimensions, there exist many known methods for con-
structing signed distance functions, e.g., [33, 41]. Here, we choose a particularly simple ap-
proach for computing the signed distance value 7(p) for some test point p € R": we first
search for the closest point to p in the given point cloud, then compute a local second-order
approximation there based on the 10 nearest neighbors using least squares, and finally use
the distance to this second-order approximation as the desired signed distance function 7.
The computation of the distance to the local second-order approximation (z!, 22, f(x!,z?))
involves solving third-order equations. However, since we assume that our manifolds are
densely sampled, we will always obtain local coordinates (p', p?, p?) for p with small values for
p',p?. Thus, a good approximation to the true distance is to use n(p) = p> — f(p*,p?). The
signed distance function so constructed readily allows us to compute the required projections
onto the tangent spaces. Furthermore, the same procedure also allows us to determine the
closest point on N for a given query point, using just (p!,p?, f(p',p?)). If the point cloud
serves as an input manifold M, the same local second-order approximations are used to ob-
tain the required principal curvatures. What remains is the geodesic distance for point clouds.
Either one can use approaches like [20], or alternatively geodesic distances can be computed
using the length of a curve which minimizes the harmonic energy and whose endpoints are
fixed at the two points of interest [40]. However, since in our surface registration problem we
used rather large weights for the loss, W(X;) and Y; were always very close on the surface. In
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Method: linear spline Linear spline Harm. energy Eells energy
Target space: angles R3 + Proj. S? S?

Figure 4. The interval [0, 1] is mapped onto the unit sphere S? in three dimensions. Green markers show
the given data points Y; € 82, and respective training times X; € [0,1] are given as numbers close by. Red
markers indicate W(X;) for the approzimating spline W : [0,1] — S2. Yellow dots mark the V-images of equally
spaced points in [0, 1].

this case the geodesic distance can be well approximated by the Euclidean one, so that for
performance reasons we directly used the Euclidean distance.

7. Experiments. We now show some illustrative examples for regression between Rie-
mannian manifolds. The examples show an increasing amount of theoretical and algorithmic
complexity. While the first results are similar in flavor to [6, 32], the subsequent examples
present novel applications for regression between manifolds.

7.1. Curves on spheres. To understand the basic problems of manifold-valued regression
and to get a qualitative idea of the features of our approach, it is helpful to discuss Figure 4
in detail. The aim is here to fit a curve on the sphere S? C R? through six given data points,
that is, ¢ : [0,1] — S2.

A naive first idea for solving this problem could be to parametrize the surface of the sphere
using spherical coordinates and to interpolate the coordinates of the given data points using
linear splines. (For visualization purposes we use linear splines corresponding to first-order
differential energies here.) This is computationally attractive since the coordinates form a
linear space such that the splines can be computed using simple basis function expansions.
However, as shown in Figure 4(a), no path can go through the parametrization boundary at
—m and 7, and, moreover, the geometry is heavily distorted by the nonlinear parametrization
mapping from S? to (—m,7) x (0,7). Another naive idea, shown in Figure 4(b), is to first
compute a linear spline in R? and then project it radially onto the sphere. While the trajectory
can now surround the sphere, the metric is still distorted through the projection. This can be
seen in that the yellow points, which are equally spaced in the input, are not equally spaced
in the output; see the locations indicated by the red arrows in Figure 4(b).

Manifold-adapted approaches are much better suited for this regression problem. In Fig-
ure 4(c), the harmonic energy (3.2) is used in the learning objective (2.1). Note that the
yellow points are now equally spaced between any two data points, up to small distortions
resulting from the two-dimensional visualization. However, since the minimizers of the har-
monic energy are piecewise geodesic [22], the curve is not differentiable at the data points.
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Figure 5. Regression from [0,1] to the sphere. (a) Noisy data samples (black crosses) of the black ground-
truth curve. The blue dots show the estimated curve for our FEells-reqularized approach, the green dots depict
TPS in R® radially projected onto the sphere, and the red dots show results for the local approach of [9].
(b) Cross-validation errors for given sample size K and noise concentration k. Von Mises distributed with
k = 10000 roughly corresponds to Gaussian noise with standard deviation 0.01. (c) Test errors for different K
but fized k. In all experiments the regularization parameter X\ is found using cross-validation. (d) Test errors
for different k but fized K.

It also does not extend outside of the first/last marker. Using the Eells energy, both these
problems are avoided; see Figure 4(d). The curves are smooth and extrapolate linearly or,
more precisely, “geodesically.”

Turning to quantitative analysis, we expect that a manifold-adapted approach is much
better at approximating some unknown curve from noisy observations. As ground-truth we
use the curve given in spherical coordinates as 6(t) = (40t?,1.37t + 7 sin(nt)). The K training
inputs were sampled uniformly from [0, 1], and the outputs perturbed by “additive” noise from
the von Mises distribution with concentration parameter k. The von Mises distribution is the
maximum entropy distribution on the sphere for fixed mean and variance [23], and thus is the
analogue of the Gaussian distribution for spheres. The optimal regularization parameter A
was determined by 10-fold cross-validation; the experiments were repeated 10 times for each
training sample size K and noise parameter k.

We compare our framework for nonparametric regression between manifolds with stan-
dard cubic smoothing splines in R3—the equivalent of thin-plate splines (TPS) for one in-
put dimension—projected radially on the sphere, and also with the local manifold-valued
Nadaraya—Watson estimator of [9] using Gaussian weights, where the bandwidth parameter
is also determined by cross-validation. As can be seen in Figure 5, our globally regularized
approach performs significantly better than [9] for this task. One can observe in Figure 5(a)
that, even in places where the estimated curve of [9] follows the ground-truth relatively closely,
the spacing between points varies greatly. These sampling-dependent speed changes, which
are not seen in the ground truth curve, cannot be avoided without a global smoothness prior
such as, for example, the Eells energy. The Eells approach also outperforms the projected
TPS method, particularly for small sample sizes and reasonable noise levels. For a fixed noise
level of £ = 10000 a paired t-test showed that our reduction in test error is statistically sig-
nificant at level @ = 5% for the sample sizes K = 70,200, 300,500. Clearly, as the curve is
very densely sampled for high K, both approaches perform similarly, since the problem then
is essentially local and the manifold is locally linear. For small sample sizes, however, i.e.,
for situations where the a priori information is more important, the TPS method is outper-
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(a) Original in R?  (b) TPS to R® + proj.  (c) Harmonic S? (d) Eells S?

Figure 6. The Lena image (a) is used to visualize a mapping from the unit square in R? to the unit sphere
S% in R%. Green markers show the given data point pairs, and red stars on S? denote positions of the input
markers in R? mapped to the sphere by the approzimating spline. (b) shows a TPS mapping from R? to R?
projected onto S2.

formed by the proposed Eells-regularized approach, as we are using an application-adapted
smoothness functional.

7.2. Two-dimensional patches on the sphere. As in the last section, we here demonstrate
qualitative differences between projected TPS, the harmonic energy, and the Eells energy
solution, but now for a two-dimensional input manifold M = [0,1]> ¢ R2. Such a setup is
common for many geometric modelling tasks such as surface parametrization, remeshing, or
texture mapping.

In Figure 6(b), we first compute a TPS solution in R?, which in this case yields a plane
cutting through the four given markers, and then project it radially onto the sphere. This
results in an extreme fish-eye distortion. In Figure 6(c), the results are shown for the varia-
tional setting using the harmonic energy. The harmonic energy is commonly used in geometric
modelling, e.g., [50], although mostly in targeting linear spaces. The mapped image does not
fill the convex hull of the training points, and we observe an undesirable contraction of the
image. This is why the harmonic energy is traditionally used only for input domains without
boundary, or when the output boundary can be fixed a priori. While there exist methods
to alleviate this problem [50], a theoretically clean way would be to use the proposed Eells
energy as a regularizer; see Figure 6(d). Since the Eells energy does not try to minimize the
distances between the points, but rather the variation of the distances, it is much less prone to
contraction of the image. Moreover, it extrapolates nicely out of the convex hull of the training
points. Furthermore, the distortion-minimizing property of the Eells energy can be observed
here nicely. While it is not possible to exactly map all geodesics in the input to geodesics
in the output, the Eells regularized approach performs much better than the projected TPS
solution in Figure 6(b).

7.3. Fingerprints. One task in fingerprint processing is estimating the direction of the
fingerprint’s contour lines; see Figure 7. In some regions where the contrast is high the
direction can be reliably estimated based on image gradients. The goal is now to predict
the directions in all regions based on the available estimated direction data. This can be
formulated as a regression problem, where the input domain M is the image © € R? and the
output the set of line directions which equals real projective space RPP1. RIP; is up to a global
scaling factor isometric isomorphic to S'. Thus we use this simpler representation as output
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(a) Original (b) Extracted directions (c) Eells reconstruction

Figure 7. Smoothing and hole filling fingerprints. (a) Original image I. (b) Eztracted directions color-
coded. For the black regions the direction cannot be extracted reliably, since the image gradient ||VI|| is too
small. (c) Eells energy—based reconstruction. Note that dark red and dark blue colors actually code for the same
direction.

space N.

As training and validation data, we use directions computed from the polar representation
of the gradients of the smoothed original image; see Figure 7(a). In low contrast regions
with radial gradient component smaller than 50 (image values ranging from 0 to 255) the
orientation extraction was deemed too unreliable to be considered, yielding the holey ground-
truth image shown in (b). We computed our reconstruction shown in (c¢) using Eells energy—
based regression. As training data, we used a subset of the nonblack pixels from (b), extracted
on a grid with 10 pixel spacing. Nonblack off-grid pixels in (b) were used for validation
purposes. The regularization parameter A was chosen by 5-fold cross-validation.

The result shown in Figure 7(c) is a nicely smoothed version of the original noisy and
holey dataset (b). The validation error is 14.8°. We compare our approach with the diffusion
method in [34], which minimizes an approximation of the harmonic energy. As opposed to
[34], our method is also able to fill holes in the dataset. Thus, when comparing on the same
training data as above, we had to initialize the diffusion method with the full direction image
that also covered the regions marked unreliable in (b). With an optimally selected data term,
the best validation error we could achieve for their method was 17.7°, significantly higher than
for our Eells energy—based approach.

In total we did experiments with 47 fingerprint images taken from [43]. Selected images
had at least 20% of the pixels with gradient norm above the threshold. This guaranteed not
only sensible smoothing, but, more importantly, reliable validation. We obtained the following
results:

Method of [34] | Eells-based approach
Validation error 25° £+ 6° 22° + 6°

The relative improvement of our method is on average 12%. This is significant under a t-test
at level 5% (P-value 2 x 107%).
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7.4. Surface/head correspondence. Computing correspondence between the surfaces of
different but similar objects, such as human heads, is a central problem in shape processing. A
dense correspondence map, that is, an assignment of all points of one head to the anatomically
equivalent points on the other head, allows one to perform morphing [37] or to build linear
object models [5], also known as active appearance models [8], which are flexible tools for
computer graphics as well as computer vision. Though the problem is well studied, it remains
challenging and is still actively investigated. Most approaches minimize a functional that
consists of a local similarity measure and a smoothness functional or regularizer for the overall
mapping. Motivated by the fact that the Eells energy favors “linear” mappings, we propose
to use it as regularizer for correspondence maps between surface manifolds. For testing and
highlighting the role of this “prior” independent of the choice of local similarity measure, we
formulate the dense correspondence problem as a nonparametric regression problem between
manifolds where 55 point correspondences on characteristic local texture or shape features are
given. (Only on the forehead we fix some less well-defined markers, to determine a relevant
length-scale.)

It is in general difficult to evaluate correspondences numerically, since for different heads
anatomical equivalence is not easily specified. Here, we have used a subset of the head database
of [5] and considered the correspondence developed there as our ground-truth. These corre-
spondences are known to be perceptually highly plausible. We took the average head of one
part of the database and registered it to the other 10 faces, using the mean distance to the cor-
respondence of [5] as an error score. Apart from the average deviation over the whole head,
we also show results for an interior region (see Figure 8(g)), for which the correspondence
given by [5] is known to be more exact compared to other regions as, for example, around the
ear or below the chin.

We compared our approach against [37] and a TPS-like approach. The TPS method
represents the initial solution of our approach, that is, a mapping into R3 minimizing the
TPS energy (3.7), which is then projected onto the heads’ surfaces. [37] uses a volume-
deformation based approach that directly finds smooth mappings from surface to surface,
without the need of projection, but their regularizer does not take into account the true
distances along the surface. We did not compare against the local regression approach of [9],
since their approach requires computing a large number of geodesics in each iteration. This is
computationally prohibitive on point clouds. In order to obtain a sufficiently flexible, yet not
too high-dimensional, function set for our implementation, we place polynomial centers ¢; on
all markers points and also use a coarse, approximately uniform sampling of the other parts
of the manifold. Free parameters, that is, the regularization parameter A and the density of
additional polynomial centers, were chosen by 10-fold cross-validation for our and the TPS
methods, and by manual inspection for the approach of [37].

One computed correspondence example is shown in Figure 8, and the average over all 10
test heads is summarized in the table below.

TPS Bells [37)
Mean error for the full head (mm) | 2.90 2.16 2.15
Mean error for the interior (mm) 149 117 1.36

The manifold-adapted Eells approach performs much better than the TPS method, espe-
cially in regions of high curvature such as around the nose; see the error heatmaps in Figure 8.
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(a) Original (d) Mask

(e) TPS (f) Eells (2) 37] (h) 50%
3.19 (1.27) 2.13 (0.82) 2.47 (1.43) only 15 markers

Figure 8. Correspondence computation from the original head in (a) to the target head in (c) with 55
markers (yellow crosses). A resulting 50% morph using our method is shown in (b). Distance of the computed
correspondence from the correspondence of [5] is color-coded in (e)—(g) for different methods. The numbers
below give the average distance in mm over the whole head, and in brackets the average over an interior region
(red area in (d)). Using our method with only 15 markers (see (h)) still yields visually plausible morphing
results.

Compared to [37], our method finds a smoother, more plausible solution, particularly on large
textureless areas such as the forehead or the cheeks.

We repeated the experiment with only very few markers (15). While the alignment of
small texture details then becomes troublesome, which negatively affects numeric evaluation,
the overall visual impression of our method is still fairly good; see Figure 8(h). This shows
once more that the Eells energy is a suitable prior for mappings between three-dimensional
object surfaces.

8. Further topics in manifold-valued learning. In this final section we want to point out
structural differences of regression between Riemannian manifolds and standard multivariate
regression. The results derived here are rather preliminary, and the goal of this section is more
to identify interesting open problems than to provide an already fully developed solution.

8.1. Function spaces. The regularized risk minimization objective (2.1) is minimized over
all smooth mappings C*°(M, N). It is a classical problem in variational analysis that this
space is not sufficient to guarantee the existence of a minimizer, since it is not complete. For
Euclidean output, one therefore introduces the Sobolev space W2(M, Rl) as the completion
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of C*(M,R!) with respect to the norm

l s
2= /M V1 V002 v

p=1r=0

The functions in W*2(M,R!) need not be in C*(M,R'), but at least it is known that a
(weak) minimizer of the energy functional exists in W*2(M,R!). For example, consider linear
splines: the minimizers of (2.1) using the harmonic energy in W1?(R,R) are piecewise linear
but not differentiable at the data points ¢(X;). Under strong assumptions a similar result has
been derived for linear splines in manifolds without extending the theory of Sobolev-spaces to
manifold-valued output in [22]. However, a general approach which uses fewer assumptions
and which is also valid for higher-dimensional input will most likely require such an extension.

One problem with extending Sobolev theory to manifolds is that, if the output manifold
is non-Euclidean, any class of functions from M to N can not be a vector space due to the
missing linear structure of N. This is problematic, as the vector spaces structure is typically
one of the first abstractions introduced in derivations of Sobolev space, and it is also heavily
used in the proofs of existence and uniqueness of minimizers of (2.1) for Euclidean output.
Discarding this structure thus requires one to make fundamental changes. Instead of a vector
space structure, the space of admissible functions should rather be thought of as an infinite-
dimensional manifold where the tangent spaces have Hilbert space structure. Results for such
a generalization in the case of harmonic energy have been obtained in [15, 48]. However, the
generalization to higher-order regularization functionals is an open problem.

Another problem occurs already for Euclidean outputs. If dim(M) > 2s, point evaluation
functionals on W*2(M,R') are not necessarily continuous; see Sobolev’s embedding theorem
[2]. This implies that point interpolation or approximation with regularization of order s is
not well defined in this case. Since Euclidean output is only a special case of the more general
manifold-valued setup and since Riemannian manifolds are locally linear, we assume that the
problem similarly transfers to the manifold case. In the Euclidean setting, a classic route to
obtaining a well-defined learning objective (2.1) is to resort to higher-order regularization,
since for any input dimension m sufficiently large s guarantees continuity of point evaluation.
Higher-order regularization is feasible in the Euclidean-output case, since the optimal solution
is known to be a sum of Green’s functions centered at the data points [45], and since these
Green’s functions can be computed analytically [49]. In the general manifold-valued output
setting, however, the solution needs to be computed numerically via discretization, and higher-
order regularization leads to ever-more-complicated expressions for the derivatives. Thus, this
direction seems infeasible at the moment. Note that for second-order functionals such as the
Eells and biharmonic energy the critical condition is dim(M) < 3. In all our experiments,
this condition was fulfilled, and we thus assume that a sensible well-defined minimizer of (2.1)
exists. For higher-dimensional input we plan to investigate in the future whether smoothing
of the loss or switching to the W#%P norm, p > 2, offers a solution to the described problem.

8.2. Homotopy and consistency. In the following we will explore the nontrivial topolog-
ical structure of manifold-valued mappings.

Definition 8.1. Two continuous mappings ¢1, P2 from M to N are said to be homotopic if
there exists a continuous mapping U : M x [0,1] — N with U(z,0) = ¢1(x), ¥(z,1) = ¢a(x).
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Homotopy defines an equivalence relation on C(M,N). We denote the set of resulting
equivalence classes, the so-called homotopy classes, by [M, N|. One says that [M, N] is trivial
if it consists of just the homotopy class of the constant map. It is easy to see that [M,R!],
that is, the homotopy class of mappings considered in manifold learning, is trivial. However,
for the manifold-valued output this is generally not the case, with interesting theoretical as
well as practical implications.

Typically, the regularized empirical risk minimization problem is solved using a descent-
type algorithm which continuously deforms the current mapping ¢. This implies that the
homotopy class is preserved during optimization, and thus the homotopy class of the final
solution is determined by the initial mapping. Theoretically, one could just search for the op-
timum in all homotopy classes. This is, however, practically not possible, since, e.g., [S!, S1] is
isomorphic to the set of integers—the number of cycles around the circle. Thus, consistent es-
timation practically requires that the initial solution be already in the same homotopy class as
the “true” solution, i.e., the Bayes optimal solution v* = arg min., , casurable Ev,x d*(y(X),Y).

The following theorem provides a first step towards a consistent training procedure for
manifold-valued mappings, where [M, N| is nontrivial.

Theorem 8.2. Given K training points (X;,Y;) € S' x S, let h be the mazimal geodesic
nearest neighbor distance of {Xl}fil Let the Bayes optimal solution v* be smooth and the
sampling distribution be deterministic, i.e., P(v*(X) # Y) = 0. Then for H’y*H < L and
h < T the piecewise geodesic interpolant of the training data is in the same homotopy class
as y*.

Proof. Let X; and X; be nearest neighbors in S*. We have f))(ij |v*||dt < Lds, (X, X;) <
Lh. With Lh < 7 we know that v* can have made no cycle around S' between X; and X ;-
Moreover, the length of the shortest path between Y; and Yj is also bounded by Lh < .
Thus the geodesic 4 interpolating (X;,Y;) and (X;,Y;) is homotopic to the segment of 7*|§Z .
Since this holds for any neighboring points of the training data, the whole curves v* and 4
are homotopic. |

The theorem can be extended to nondeterministic problems where P(Y|X) is sufficiently
concentrated, and to the setting where (Xj, Yz)fil is a random sample from P on S' x S™.
The generalization of this result to more general domains is nontrivial and is an interesting
problem for future research.

8.3. Capacity of totally geodesic maps. In section 4.1 we have argued that totally
geodesic maps share important geometric properties with linear maps in Euclidean spaces.
We now examine whether this also holds in a statistical perspective.

In statistics, linear maps are favorable since they are small capacity approximators. This
means that it is unlikely that one can fit a random training set exactly with linear maps,
which renders regression with linear maps relatively robust against overfitting [36]. Since
totally geodesic maps are identical to linear maps if one has Euclidean input and output,
their capacity is small, too, at least for some, most likely for many combinations of input-
output manifolds. However, the following example demonstrates that this is not always true.
There exists a nontrivial connection between the topology of the output manifold and the
capacity of the associated totally geodesic maps.

Consider again mappings from M = S! to N = S!. In standard angular coordinates, all
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totally geodesic maps in this setting are of the form ¢,(x) = mod(ax + b) for a € N and
b € [0,27). The following theorem, which is a classical result in number theory, shows that
this set of mappings can fit any given set of training points arbitrarily well and thus has
infinite capacity.
Theorem 8.3 (see [1, p. 154]). Let (X;,Y;) € St x S', i =1,..., K, be the training data.
Then there exists for any set of training data and any € > 0 an a € N such that
‘max_d(¢q(X;),Y;) <e.
i=1,...,.K
Since totally geodesic mappings are not penalized by the Eells energy, the solution of
regularized empirical risk minimization in (2.1) is always given by the geodesic ¢,, which
obviously overfits the training data. However, note that the integer a, which corresponds
to the number of cycles around the circle of ¢,, (empirically) grows exponentially with the
number of data points. This is the reason why we did not encounter this phenomenon in the
implementation of [40]. The above phenomenon still holds if the input space is the real line
or a closed interval. At least for regression into S' this example suggests that the null-space
of both the Eells and the biharmonic energies of manifold-valued mappings is already too
large to be useful. Since for the harmonic energy one has Syam(¢q) = 27a, this suggests that
from a theoretical point of view one should use in this case either the harmonic energy or a
combination of harmonic and a second-order energy.

9. Conclusion. This paper has presented a universal theoretically sound framework for
regression between two Riemannian manifolds based on regularized empirical risk minimiza-
tion. The discussed differential energies are dependent only on the geometry of the input and
output manifold, but not on their respective parametric representation. We have derived an
intuitively desirable property of the proposed Eells energy, namely that it favors the so-called
totally geodesic maps, a suitable generalization of linear maps. Our implementation and our
experimental results have further supported the benefits of using a truly manifold-adapted
approach and especially the Eells energy.

Throughout the paper we tried to convey that the problem of manifold-valued regression
is far from being a trivial generalization of the Euclidean case, and there remain many chal-
lenging and interesting open questions in the mathematical and statistical analysis of this
problem. On the practical side, an interesting question is whether there exists a compact
but flexible representation for general mappings between Riemannian manifolds. Since our
implementation is based on discretization, it is so far limited to low-dimensional input spaces.
However, for many statistical problems higher-dimensional input would be desirable, requir-
ing a more compact function representation. In Euclidean space this is typically done with
sparse basis function expansions. However, since manifold-valued output does not allow for
the addition of functions, this route cannot be taken here. The construction of compact yet
flexible representations for mappings between general Riemannian manifolds thus remains an
important open point.

Appendix A. The pull-back connection, its curvature, and Green’s theorem. This
section is a self-contained review of the basic ingredients of connections and the curvature
of vector bundles. With the exception of the extension of the Green’s theorem to the tensor
product connection, the material can be found in [11].
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Let M be a smooth, connected, orientable Riemannian manifold. Let V be a smooth
vector bundle over M of finite rank with base projection 7 : V' — M. We denote by C (V') the
vector space of smooth sections of V, i.e., of smooth maps o : M — V such that moo = 1),.
Let V and W be two vector bundles over M; then we define the following:

V* is the dual bundle of V,

V @& W is the direct sum of V and W,

V ® W is the tensor product of V and W,

®PV is the pth tensor power of V,

APV is the pth exterior power of V' (completely antisymmetric),

®PV is the pth tensor power of V' (completely symmetric).

An important concept for manifold-valued mappings is the pull-back bundle ¢~ W .

Definition A.1. If ¢ : M — N and W is a vector bundle over N, then ¢~'W denotes the
pull-back bundle, whose fiber over x € M is Wy(,), the fiber of W over ¢(z).

Next we define the Riemannian metric and the connection on vector bundles.

Definition A.2. A Riemannian metric on a vector bundle V is a section a in C(V* © V*)
which induces on each fiber a positive definite inner product. Let o,p € C(V); then we use
(0,p) = alo, p).

As in the case of the tangent bundle, one can introduce the musical isomorphisms to
define maps V' — V* and V* — V. One can also define a Riemannian metric on the pull-back
bundle. Let ¢ : M — N, and W be a vector bundle over N with metric b. We can identify
o,p € (¢7'W), with o,p € We(z) and thereby define (o, p),.

Definition A.3. A linear connection on vector bundle V over M is a bilinear map V on
spaces of sections,

V:C(TM)xC(V)—C(V), (X,0) — Vxo,

where X € C(TM) and o € C(V) such that for f € C(M) we have
(] foa = fVXO',
o Vx(fo)=X(f) o+ fVxo.
Since V is linear in its first argument, we write in abstract index notation X“Vaaf)i:::::éj for
a (s,r) vector bundle V.
Definition A.4. Let VV and "'V be connections on'V and W.
1. The dual connection on V* is defined by

(A1) 9 eC(VY), oeC(V); (Vx0)(0) = X(0(0)) — 0(Vx0).
2. The direct sum connection on V & W is defined as
(A.2) ceC(V),Ae C(W); Vx(o® ) ="VxoaWVxA
3. The tensor product connection on V ® W is defined as
(A.3) ceC(V),Ae C(W); Vx(o@A) ="Vxo@A+o@VVxA

The following definition of the pull-back connection is the central key to the definition of
energy functionals for manifold-valued mappings.
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Definition A.5. For smooth map ¢ : M — N and vector bundle W over N with connection
WV, the pull-back or induced connection on ¢~ W is defined as the connection V' on ¢~ W
such that for each v € M, X € T,M, and A\ € C(W),

Vi (¢*N) = ¢ (Wvdqb(X))\) ;

where d¢ : Ty M — Ty() N is the push-forward or differential of ¢ and ¢*A = Ao¢ € C(p~tW).
In abstract index notation,
VoA (9(@)) = dof, VAL -

This definition, which formally applies only to elements ¢*A € ¢~ W derived from \ €
C(W), can be uniquely extended to all elements of ¢~'W by using the defining properties of
a connection [11].

Definition A.6. A Riemannian structure on bundle V' is a pair (V,a), where a is a Rie-
mannian metric, V is a connection, and Va = 0, where Va is defined using the tensor product
connection in (A.3).

The condition Va = 0 means that for all X € C(T'M), o,w € C(V) we have

X (o,w) = (Vxo,w) + (0, Vxw);

i.e., the connection is compatible with the inner product. Let (VV, a) and (WV, b) be Rie-
mannian structures on V and W then one can check that the direct sum, the tensor product,
and the pull-back connection are again Riemannian structures.

Definition A.7. The curvature tensor of a connection is the map R : C(TM) AN C(TM) ®
C(V) — C(V) defined by

R(X,Y)O’ = VvaO' - VyVXO' - V[X’y]O' = —R(Y,X)O’.

Lemma A.8. Let RV and RW be the curvature tensors of V. and W. Then,

o for V*, (R(X,Y)0)(0) = —0(R(X,Y)o) for all XY € C(TM), 8 € C(V*), and
oeC(V);

e for VoW, R(X,Y)(c®A) =RY(X,Y)o ® RV (X,Y)\, where A € C(W);

o for VoW, RX,Y)c®A) =RV (X,)Y)o@A+0®RV(X,Y)\;

o for o'W, Ru(X,Y)p(x) = RY,\(d$(X), do(Y))p(x), where p € C(¢~'W).

From here on, we consider only connections derived from the Levi-Civita connections on
tangent bundles on M and N. In particular, for smooth map ¢ : M — N we repeatedly
consider on ¢~ TN the pull-back connection V' of the Levi-Civita connection on N. For
mixed tensor T/ € T*M ® ¢~ *T'N we apply the tensor product connection by using ¥V for
T*M and V' for ¢~'T'N. With some abuse of notation we use the same symbol V' for all such
tensor product connections on QFTM @ T*M ® ¢~'TN, and refer to them as the pull-back
connections for all these bundles. The following recipe for a covariant derivative of mixed
tensor 1" can be generalized straightforwardly:

VT = Vi (TV dal @ OT)
— (vaTg;) dal @ O + TP (vada:g) 2, +THda? @ (vga;).
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As an example consider the differential d¢y, : Tp M — Ty, N,

_Oot o
= %dxa x®8y“

dpg ()

87”
M
- Vaqs“' ® 2| 521
() . ayﬂ #(z)
We obtain the coordinate expression for V;d¢) as
a" o
rgar M M o M n !
Py 0y 0O N w ] s 0
A4 = —"r — "1, |d dz& .
(84) [8905895" T o AT Gpa gup ”p] T @0 @ dyH
One can read off that V;d¢), = V. d¢}, because the Levi-Civita connections on M and N are
_ MF'Y

symmetric, that is, because Mfga = op and NF,’/LP = NFf;,/. With this in mind, we can

show the following lemma, which will be useful later on.
Lemma A9. Let ¢: M — N and X,Y € C(TM); then we have

Vix (d¢(Y)) = Vy (dg(X)) = dp([X,Y]),
where [X,Y] is the Lie-bracket.
Proof. We have

XUV (dghY ) = YV, (dgh X7)
=dgo (X" MY — VP MV, XY + XPY O [Vdey — Videy] = do[X, Y],
where we used in the first step the definition of the pull-back connection for tensor product
spaces, and in the second step V}d¢l, = V., d¢}. [ |
We generalize Green’s theorem to the case of the pull-back connection as follows.

Lemma A.10. Let T € C(@PHT*M ® ¢ 1TN) and S € C(@PT*M ® ¢~ 1TN). Then, with
V'’ being the pull-back connection, we have

/M (T\V'S) = /8M (IT'N®S) — /M (trace,V'T, S,

where N is the covector associated with the normal vector at OM and the trace is taken with
respect to the first two indices. In abstract index notation we obtain

aco bic bpe " WS
/Mg ogheL. .. g% p, TCO"'Cp vasbl.,.bp

I

aco bic bpc T s
=/8Mg 0gr g hes T e,y NaSp, o,

_ /M GG G g (VoThy e, ) iyt

Proof. We show the result for T € C(T*M ® ¢~'TN) and S € C(¢~'TN) using ex-
plicit coordinates. The extension to higher tensor powers in T*M is then straightforward.
With V/S5° = Vg(S”aa—;V) = (MVGS”)aa;V + S¥V., aays,, we can write the part of the covariant
derivative associated with the pull-back connection explicitly,

(A.5) / g . TY V' S° = / 9% hy TPMV,S” + 5P Nr;wd¢g].
M M
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Furthermore, we have
/ gabhijéL MvaSV
M
_ / 9* MV (hu TSV — / 9% MV ) TS — / 9%h, (MY, TS
M M M

by
— thTSTg“SS _/ gaba e

d gT“sv—/ ap ., S My, T,
oM M dyP “aly Mg : b

Ohuy N 1w
oyr e Fpu +

where we use standard Green’s theorem [21] in the second step. With

™ F;)V we get
0w gup i 60 = [ g ®lhyy VT2, 4 by NI, dgg TV 57
Mg 8—y/’ %y B Mg (o o T e pv] Po Ty, S
Plugging the expression for [,, g"°h,, T} M V,S” into (A.5), we obtain

/ 9P Ty V! S5 = | NPh, T} S° — / 9% hy SY MV T+ T VT do2]
M oM M

= [ NPh, Ty S~ / 9" hes SEVILTY. W
oM M

Appendix B. Proof for section 4.
Proof of Theorem 4.2. We write the difference between the biharmonic and Eells energies
as a divergence of a vector field on M plus some curvature terms. We define

Fy = hro g™ (40} Vidsy — do7 Vo).
We have
(B.1) gV By = hyy g% g% (v;dqs;; V.des + dey V' VdeS
~ Vo d6LVidsy — AoV, Vhdd5 ).

The divergence contains the energy densities of the Eells and biharmonic energies plus two
other terms. The last term in (B.1) can be rewritten using V;d¢5 = V/,¢; and

Vo Vadeh = VaVaddh — RM aay © dpl + RN 1y * dg), deiy dop,

where we have used Lemma A.8 in Appendix A for elements in T7*M ® ¢ 'T'N like dgp. The
first term of this new expansion and the second term in (B.1) cancel. Applying the extended
Green’s theorem, Lemma A.10, we obtain the desired result. |

Appendix C. Extrinsic representation of the pull-back connection and proofs for sec-
tion 5. Here, we compute a representation of the pull-back connection for manifolds N which
are isometrically embedded in Euclidean space.
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Definition C.1. Let V' be the connection pull-back via ¢ and V the connection pull-back via
U = jo¢. The pull-back second fundamental from II' : TM @ ¢~ 'TN — ¢~ Y (TN)* is defined
V10
XV,S8" = XV S" + XTI, S5,
Lemma C.2. The pull-back second fundamental form 11’4 : TM @ ¢~'TN — ¢~1(TN)+

can be computed as
N '
HZS = d¢g HUS

where NI is the second fundamental form of N.

Proof. We have ¥ =io0 ¢. With ayu = g;M 882:‘1 we get

o

r o r m
AuT = 0 * O¢ 0 0

B _ B8
927 0 ® 53 ayu 508 480 ® 55 = 5,540 ®

- = do,

For S™ € ¢~'TN one then obtains
VaS" = W3 ¥'V,8" = dg, [VV,8" + VI, 81| = V8 + dgy VIT,S"

The generalization to covariant derivatives of @™T*M ® ¢~ TN follows easily. |

Now the proofs of section 5 can be derived as follows.

Proof of Theorem 5.1. For d¥! = d¢!, see the proof of Lemma C.2. Moreover, a decompo-
sition of V,d¥7, as in Definition C.1 is V,d¥?, = V,d¥? + I d¥3, where V} d\IJZ = V,do, €
TM* ® TM* ® ¢ 'TN and II.d¥S = dep V Husdqsa € TM* ® T ® ¢~ HTN)* due to
Lemma C.2. This shows the result |

Proof of Theorem 5.2. Apphcatlon of T heorem 5.1 together with ¢® = 6% for Cartesian

coordinates and V,dW¥" = aa\gﬂﬁ dzy @ dal) ® a 7 yields the results. [ |
Proof of Proposition 5.4. The function i : R™ — RF defined here as (z',...,2™) —
i(x) = («',..., 2™, fmt(x),..., fF(x)) can be seen as the embedding of the second-order

approximation of M into R¥. The induced metric is given as

. o i { 1+k (gia) if a = 3,
aﬁ prm— pr—
0z OxP E 9fr afr .
r=1 Zr:m—i—l 8:{; aiﬁ if a # B.
Since the functions f” are all quadratic in coordinates x“, we immediately see that g,z(0) =

dap and g;f( ) = 0, and thus FZ&B = 29" (8a98p + 039ap — 0pgap) = 0 at the origin [21, p.
70]. Finally, we have

02 WH O?WH 92" 9z% QU 9T

OxPox  92rdz% Oz OB + 0z" Ox0xP

and
1 ifr=a«
r ) 2.1 : <
0" _ 0 if r <m and r # a, O Or %fr_m,
ox® O ifr s m OxBOxe Haﬁ if r > m.
oz ’
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The result in (5.5) follows. [ ]

Appendix D. Variation of the harmonic, biharmonic, and Eells energy. In this section,
we derive necessary conditions for the minimizers of the energy functionals, that is, the Euler—
Lagrange equations. The variation of the energy functionals is based on the extended Green’s
theorem, Lemma A.10, and the commutator formula from Lemma D.1 for the exchange of
derivatives of the induced connection.

Letting I = (—¢,¢), we denote by ¢(t,x), t € I, a variation of the mapping ¢ such that
#(0,z) = ¢(x), and by T'(M x I) the tangent space of the product manifold M x I. Note that
T(M x I) is isomorphic to TM @& T1. The product metric is given as g = grar @ gry and is
block-diagonal in any local coordinate system. This implies that also all other structures on
the product manifold like Christoffel-symbols or the curvature tensor have this block-diagonal
structure.

Lemma D.1. Let V' be the pull-back connection on T*(M x I) ® ¢~'TN. Then

0* op" o*
D.1 —V'ldey = V,—— = V| dp. —
( ) 8tva ¢b b ot vb< (ﬁa )7
(D.2) o V.Vidgy = v;v;,—a¢ + RN, a¢ - ol doy.
ot ot
Proof. Since —t and -~ 5, are coordinate vectors, we have [ g ) 68 ] = 0. Moreover, the

tensor product of the pull-back connection of ¢~'T'N and T*(M x I) is compatible with
the Riemannian structure on T*(M x I) ® ¢; 'TN. Using the result of Lemma A.9 with
Ve =9 e T(M x I), we have

b 0" o b
Xty (dqﬁaat) Ve <d¢bX ) — 0.

b

With g—:vg(d¢gxa) XLV, deh +del S at 1 X% and £V, Xb =0 (X" is a vector field on M
and does not change with t), we obtain

g 09" _ 0 r_f? /
(D.3) Vb<d¢a 5 ) = Vigr = 3 Viddh = 5 Vaddh,

where the last equality follows by the symmetry of V/,d¢.. Taking the derivative of (D.3), we
get

, 09" 0° 0° 0°
/ !/ d / d e v/ /d
\AVA BT <vaat>v ¢b+ V Videy, = 5 V. V.deoy,
where we have used that (V; ‘gi) 7y = 0. We will now exchange the order of the derivatives in

front of d¢} using the definition of the curvature tensor for objects of type T*(M x I)®@¢ TN,

V.Vodey, = Vi, Videy — RM<T 4 dgy + RN, " deidetde?,

cab

where we have used that the curvature tensor of M x I is the direct sum of the curvature of M
and the curvature of I, which is zero. Moreover, we have, due to the block-diagonal structure
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of the curvature tensor, %Ri‘;jbxl dd(ﬁg = 0. Thus,

o 00"

i / ro_ /
8tVVd¢b \% b oy

+ RN T (%)s

dqﬁ“dqﬁ

where we have used the previous result. [ |

The previous lemma basically tells us that the time derivative commutes with the pull-
back connection. But the “Hessian” does not commute with the time derivative, and one gets
an additional curvature term.

Theorem D.2. Let I = (—¢,¢) and ¢(t,x) : [ x M — N be a variation of the mapping
¢ = ¢(0,), and let WP = %‘bﬂt:o be the variational vector field at t = 0. The variation of
the harmonic energy is given as

1d

2 dt Sharmonlc (¢t) ‘

:_/ gachTSWrV/Cd¢fldV+/ hrsNCWTd(ﬁidf/,
=0 M oM

The variation of the Eells energy is given as

1d

37 Seans00)|_, = [0 e W [V 045+ Rl 40t do Viddh] dv

+ / hs g% N© [vgwrv’cmg —wr vgv;,mg] dv.
oM

The variation of the biharmonic energy is given as

1d
Sblharmomc((bt)‘ /gacgbth’SWT [vév;véd(b?l + Ri\[uvs d¢§ d(ﬁg} véd(ﬁfi] dv
2 dt t=0 M

+ /8 hes g% N© [v;wrvgd@ —wr vgvgd¢g] dv,
M

where dV is the volume element of the boundary OM, R
N?® is the normal vector field at OM .
Proof. For the harmonic energy we get, using Lemma D.1 and the extended Green’s
theorem of Lemma A.10,

w18 the curvature tensor of N, and

1d _ ab ! r s
2dt5harmomc(¢t)‘ =0 = /Mg hTS VaW dgbb dV(l‘)

= W™ hps N®dgs — / W hys g% V! dy.
oM M

For the Eells energy we use the commutator of Theorem D.1 and obtain

1d
2 dt

(S Vildon)idv

+/ " 9% hrs Ryt a¢t (dor)g (de)e Viy(dee)gd
M

Od"
SEells(QSt) / gab QCd hrs v/ \% ¢
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Using Vg(dqbt)ﬂ =0 = V,d¢;; and twice the extended Green’s theorem yields

1d
§ESE0115(¢t)‘

= / g ¢ h, VI N Vi doS dV + / g g h,s RY T WAL det Vides dV
M M

t=0

= [ Nbg“h, VW VideSdV — / g% N¢ h,s W™ V! V3 des dV
oM oM

+ / g% g% b WT VLNV Vi ddS dV + / g g by RY T WY dgP dp¥ VideS dV.
M M

The result follows, noting that Ryyws = Ruwsuw. 1The variation of the biharmonic energy can
be derived analogously. |

A necessary condition for a minimizer of the energy S(¢) is that %S (qﬁt)‘ o = 0 for all
vector fields W = %.

Corollary D.3. For all points in the interior of M\{ Xy, ..., Xk} the minimizer ¢ : M — N
of the learning objective (2.1) satisfies for the

harmonic energy: g*Vidgl =0,
biharmonic energy: g gt [VéV;V{,d(ﬁ; + RN T d¢? dpP Vf,d(ﬁfi} =0,
Eells energy: g ged [V;nggdqﬁg +RY T doY dp gdgbtd} = 0.

The following are natural boundary conditions at OM for the

harmonic energy: N¢dg, =0,
biharmonic energy: g® Vidor =0, Ncg“bv’cvzd% =0,
Eells energy: N°V.,d¢y =0, N°g™V,V,de, = 0.

The boundary conditions for the biharmonic and Eells energies are sufficient but not
necessary for a minimizer. That means they guarantee that the sum of the two boundary
terms in the variation vanishes; however, they are not the weakest possible conditions on ¢.
The given boundary conditions are nevertheless “natural” in the sense that both ¢ and its
derivative can be arbitrarily chosen on the boundary.
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