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“Learn what is to be taken seriously and laugh at the rest.” 

(H.Hesse) 

* 

Сыплют волны, с колесами споря, 

Серебристые брызги вокруг. 

Ни смущения в сердце, ни горя, — 

Будь счастливым, мой маленький друг! 

(М. Цветаева) 

  



 

Abstract 

Groundwater contamination of the fractured aquifers by agricultural pollutants has 

been happening worldwide since more than a century, boosting the scientific research to 

develop new modelling approaches for reactive transport simulation in aquifers. Spatially 

implicit methods like travel time approaches have been gaining interest, attracting by 

their lower computational demand and flexibility. At the same time, detailed mechanistic 

models of reactive transport in the fractured systems allow percipient understanding of 

underlying geochemical processes and provide veritable quantification of the latter. In 

this work, we connect a spatially explicit model of denitrification and isotope transport, 

and analytical solutions of atrazine transport in the fractured system, with a spatially 

implicit travel time approach. The work aims to study reactive behaviour of agriculturally 

produced contaminants on the catchment scale and quantify the fractured system 

parameters of the Muschelkalk aquifer. Reactive transport modelling was employed for 

this purpose with MIN3P and analytical solutions for a single fracture. Reactive transport 

models included advective flow in the fracture as well as possible (multicomponent) 

diffusive exchange with the rock matrix and redox processes taking place along the flow 

path. Determination of the travel times and transport parameters is done by direct 

modelling of tritium, helium, radiogenic helium, and argon-39 isotopes and accounting for 

multicomponent diffusion and radioactive decay within the streamline. Stochastic 

simulations of the atrazine transport under parametric uncertainty were employed for 

predictive quantification of travel time-dependent groundwater vulnerability. Conceptual 

model selection of denitrification and investigation of the redox evolution on the 

catchment scale was done with the MIN3P code. Results were verified with observations 

made across the Ammer catchment. The gained knowledge highlights the significance of 

comprehensive process-based hydrogeochemical modelling along with an uncertainty 

assessment on the catchment scale. It also demonstrates the relevance of reactive 

transport modelling for correct calibration as a prerequisite for prediction of the long-term 

evolution and transport of solutes in groundwater. 

  



Zusammenfassung  

Grundwasserverschmutzungen von Kluftgrundwasserleitern durch landwirtschaftliche 

Schadstoffe finden weltweit seit mehr als hundert Jahre statt, was die wissenschaftliche 

Forschung zur Entwicklung neuer Modellierungsansätze für die reaktive 

Transportsimulation in Grundwasserleitern befördert. Räumlich implizite Methoden 

haben durch ihren geringeren rechnerischeren Bedarf und ihre Flexibilität an Interesse 

gewonnen. Gleichzeitig erlauben detaillierte mechanistische Modelle des reaktiven 

Transports in geklüfteten Systemen ein anschauliches Verständnis der zugrunde 

liegenden geochemischen Prozesse und eine veritable Quantifizierung der letzteren. In 

dieser Arbeit verbinden wir ein räumlich explizites Modell der Denitrifikation und des 

Isotopentransports und analytische Lösungen des Atrazintransports in einem Kluft-

Aquifer, mit einem räumlich impliziten Verweilzeitansatz. Die Arbeit zielt darauf ab, das 

reaktive Verhalten landwirtschaftlich produzierter Schadstoffe auf der 

Einzugsgebietsskala zu untersuchen und die Kluft-Systemparameter des geklüfteten 

Muschelkalk-Aquifers zu quantifizieren. Zu diesem Zweck wurden reaktive 

Transportmodelle in MIN3P und analytische Lösungen für eine einzelne Kluft verwendet. 

Die Modelle reaktiven Transports beinhalteten advektive Strömung in der Kluft sowie 

diffusiven Austausch mit der Gesteinsmatrix und Redoxprozesse entlang der Stromlinie. 

Die Bestimmung der Verweilzeiten und Transportparameter erfolgt durch eine direkte 

Modellierung von Tritium, 3Helium, 4Helium und 39Argon -Isotopen unter 

Berücksichtigung der Mehrkomponentendiffusion und des radioaktiven Zerfalls innerhalb 

der Stromlinie. Stochastische Simulationen des Atrazintransports unter parametrischer 

Unsicherheit wurden zur vorhersagenden Quantifizierung der verweilzeitabhängigen 

Grundwasservulnerabilität eingesetzt. Die konzeptionelle Modellauswahl der 

Denitrifikation und die Untersuchung der Redoxentwicklung auf der Einzugsgebietsskala 

erfolgten mithilfe des MIN3P-Codes. Die Ergebnisse wurden mithilfe von Beobachtungen 

im gesamten Ammereinzugsgebiet verifiziert. Die gewonnenen Erkenntnisse 

unterstreichen die Bedeutung einer umfassenden prozessbasierten 

hydrogeochemischen Modellierung zusammen mit einer Unsicherheitsbewertung auf der 

Einzugsgebietsskala. Es zeigt auch die Relevanz der reaktiven Transportmodellierung 

für die korrekte Kalibrierung als Voraussetzung für die Vorhersage der langfristigen 

Entwicklung und des Transports von gelösten Stoffen im Grundwasser. 

.
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1. INTRODUCTION 

Fractured aquifers supply at least 25 % of the global population with 

drinking water (Hartmann et al., 2014; Chen et al., 2017). Being a part of the 

global water circle, fractured aquifers are influenced by various contaminants. 

Since the last century, agricultural practice and industrial development 

deteriorated groundwater quality, and boosted scientific developments in 

hydrogeochemical modeling.  

Requests on the prediction of spatio-temporal behaviour of pollutants 

resulted in a sequence of conceptual models for solving these issues within the 

fractured system (Berre et al., 2019). Even though any model describes only a 

simplified version of reality, and not reality itself (Box, 1976), it should still be 

good enough for practical applicability. Model quality is defined by its ability to 

imitate real-world behaviour, and is limited by uncertainty and the number of 

parameters needed to describe the model (Höge, 2019). That is why the demand 

for appropriate concepts of the reactive transport modelling in the fractured 

systems of different complexity levels has been growing over the last 50 years 

leading to single or multiple continuum porous medium models, discrete fracture 

network models, and travel time-based models (Deng and Spycher, 2019).  

Eulerian models of reactive transport (e.g. Refsgaard et al., 2014) are useful 

for quantifying fluxes and the turnover of solutes and making deterministic 

predictions. However, the application of such models is limited due to typically 

high computational costs, heterogeneity, and data scarcity. With the idea of travel 

time-based models about 30 years ago (Dagan and Nguyen, 1989) this 

complication could partially be resolved. In travel time-based models, in contrast 

to the spatially explicit Eulerian models, the travel time replaces spatial 

coordinates as independent variables (Cvetkovic et al., 1994) reducing the 

dimensionality of the problem, and therefore providing a short-cut for solving 

reactive transport problems in porous or fractured media (Cvetkovic and Dagan, 

1994; Dagan and Cvetkovic, 1996; Finkel et al., 2016; Loschko et al., 2016; Luo 

and Cirpka, 2008; Molin and Cvetkovic, 2010; Rubin et al., 1994; Seeboonruang 

and Ginn, 2006; Sanz-Prat et al., 2015, 2016). 
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Within the travel time concept, fractured systems can be seen as a network 

of fractures (advective component) with matrix diffusion-limited mass transfer 

(Neretnieks, 1980; Sidborn and Neretnieks, 2007). Parameterization of a travel 

time model comprises reactive tracer transport (i.e., including rock-water 

interactions, redox processes, etc.), and spatial-temporal characteristics of flow 

by accounting for probability density functions (PDFs) of travel times. The 

concentration of any component at a sampling location is the result of the 

convolution of its reactive function, defined for a specific parameter set, and the 

distribution of the travel times.  

The probability density function of the travel time is typically described by 

some non-negative transfer function whose shape is assumed a priori and 

described by a parametric function with just a few shape-scale parameters. The 

most common ones are log-normal, gamma (Kirchner et al., 2000), or inverse 

Gaussian distribution (Leray et al., 2016). More sophisticated descriptions such 

as multi-modal, non-parametric travel time distribution (Liao et al., 2011) or 

storage selection functions (Rodriguez et al., 2020) are created for well-described 

systems to account for unconventional features of the PDF. 

1.1. TRAVEL TIME ESTIMATION 

Albeit being an extremely helpful parameter for reactive transport, travel 

time can’t be measured directly. Traditionally, travel time is determined by tracer 

tests (eg. Abbott et al., 2016) or by solving the inverse problem for various 

environmental tracers bearing a time signal (Anderson, 2005; Cirpka et al., 2007; 

Gudkov et al., 2014; Opazo et al., 2016). Among the latter, isotopes are widely 

used for travel time estimation via the “piston flow” model (Maloszewski and 

Zuber, 1996). Under the assumption of purely advective flow, analytical solutions 

are applied for computing groundwater ages (Schlosser et al., 1988). However, 

as shown before (Goode, 1996; Neumann et al., 2008), the assumption of the 

purely advective solute transport is questionable in fractured systems, due to 

extensive diffusive exchange with the rock matrix which depends on porosity. In 

this case, direct estimation of groundwater age should involve isotope tracers as 

suggested by Goode (1996). That means any measurement of the solute in the 

fractured system represents the inverse of the convolution integral (Cirpka and 
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Kitanidis, 2000) between the reactive breakthrough of the tracer and the mixing 

function of travel time. 

Travel time, as well as the shape parameter of PDF, and the transport 

parameters of the reactive curve, are obtained from the measurement by 

calibrating the measured and modelled isotope concentrations. Thus, calibration 

quality is limited by the parametric uncertainty of the tracer breakthrough and 

PDF. Full description of the isotopes commonly used in groundwater dating like 

3H/3He, 39Ar, or 4He demands four parameters: fracture aperture, porosity, mean 

travel time, and a shape parameter for the parametric travel time PDF (Tang et 

al., 1981; Trinchero et al., 2019). 

Calibration of the observed concentration to a modelled one requires 

optimization of the abovementioned four parameters. Since every parameter is 

uncertain, there may be many parameter combinations leading to a good match 

between observed and modelled concentrations, which correspond to equifinality 

issue caused by parametric uncertainty. Solving this optimization provides the 

base for defining the age coordinates of more sophisticated transport of 

agriculture-related compounds. 

1.2. NITRATE AND ATRAZINE 

Transport of agriculturally produced solutes is one of the most 

acknowledged groundwater contamination problems worldwide (Chen et al., 

2019; Kortunov, 2018; Nasseri et al., 2009; Puckett et al.2011; Silva et al., 2012; 

Sundermann et al., 2020). Extensive use of fertilizers and manure in the second 

half of the 20th century (Puckett et al., 2011) resulted in diffuse contamination of 

aquifers e.g. by nitrate and atrazine.  

Mechanistic models of denitrification in the fractured aquifers, including 

analytical solutions and mass-balance considerations (Grisak and Pickens, 1981; 

Neretnieks, 1980; Osenbrück et al., 2021; Tang et al., 1981), spatially explicit 

models (Howden et al., 2011; Refsgaard et al., 2014), and travel-time based 

models (Loschko et al., 2016; Kortunov, 2018), improved the understanding of 

the nitrogen turnover on different scales. Studies on the determination of the key 

mechanisms of bacterial denitrification (Jakus et al., 2021), model complexity 

(Störiko et al., 2021), sources of nitrate and behaviour within the unsaturated 

zone (Visser et al., 2021) provided helpful insights on denitrification controls.  
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Focusing on the reactive species in sedimentary rocks, pyrite is known as 

an important electron donor-providing mineral in redox processes leading to 

oxygen reduction and denitrification. The importance of the abiotic oxidation of 

iron bearing minerals for redox evolution in fractured crystalline rocks was 

elucidated e.g. by Sidborn (2007). Frequent iron bearing minerals comprise 

siderite, ankerite, or Fe2+- containing saddle dolomites and thus often mixtures of 

Fe2+ - bearing minerals have to be considered. The solubility of siderite e.g., is 

pH-dependent and since the oxidation of pyrite (by O2) and subsequent 

precipitation of ferrihydrite, as well as denitrification, lowers pH will thus enhance 

the release of Fe2+ from iron containing carbonates (saddle dolomite, siderite, 

etc.) in the rock matrix. By testing different scenarios of denitrification and 

electron donor sources, Kortunov (2018) identified the most plausible 

geochemical set-ups. He showed that denitrification is significant even if nitrate is 

depleted solely in the fracture. When nitrate is depleted also in the rock matrix, 

the concentration of nitrate in the fracture is decreasing dramatically within the 

first years of travel time.  

Wide agricultural application of atrazine since the last century led to 

groundwater pollution exceeding threshold values in many countries worldwide. 

Atrazine was (and in many countries still is) used extensively as a non-selective 

herbicide, as a weed control component in concentrations (~1 kg ha-1), and as a 

total herbicide in concentrations up to 9 kg ha-1 (Tappe et al., 2002). In Europe 

atrazine was used until the early 1990s when it was banned or severely restricted 

in most European countries due to its potentially harmful properties and 

widespread appearance in groundwater. In Europe, the legal threshold for all 

pesticides in source waters is 0.1 µg/L for single substances and 0.5 µg/L for the 

sum of pesticides plus metabolites (European Drinking Water Directive, 

98/83/EEC). After it was banned, many studies reported ongoing atrazine 

contamination of groundwater (Vonberg et al., 2014; Chen et al., 2019). Controls 

on atrazine persistence in the soil and groundwater are still not clear (Chavez 

Rodriguez et al., 2021). The main challenge is the correct parameterization of the 

model and massive uncertainty of catchment scale parameters and data scarcity. 
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1.3. ADDRESSING PARAMETRIC UNCERTAINTY 

Facing uncertainty is unavoidable in groundwater models. Depending on the 

model type and the research purpose, one may still use deterministic approaches 

or use a model ensemble of very limited size (for example for a computationally 

demanding model), or come up with a qualitative prediction. Stochastic modelling 

acknowledges the parametric uncertainty (Fiori et al., 2016) trying to account for 

parametric uncertainty. 

Research in the field of uncertainty reduction by stochastic methods a 

gained great pace in recent years. Monte Сarlo methods (Sobol, 1973) are 

numerical methods of solving mathematical tasks by means of random variables 

and statistical evaluation of their characteristics. Although the base for Monte 

Carlo methods was known for a long time, until 1940 the application was 

restricted literally by manual computations. After extensive computer 

development, they got more feasible and further developed. Particular interest 

received variance-based methods (Bianchi et al., 2015; Troldborg et al., 2012;), 

artificial intelligence and so-called surrogate models (Gan et al., 2018). 

Surrogate models boosted within the last years as a useful tool for pre-

evaluation of computationally heavy models. The term “surrogate model” includes 

the whole family of mechanistic model approximations (Asher et al., 2015; 

Lukaczyk, 2015). In this relatively short period of time, there have been 

remarkable breakthroughs through the understanding complex multiparametric 

models and response relationships to parameter change. Mono- or 

multiobjective, surrogate models have been serving for accessing the 

multidimensional parametric space with the goal of sensitivity analysis (Erdal and 

Cirpka, 2019; Erdal et al., 2020), stochastic model calibration (Chen et al., 2013; 

Scheurer et al., 2021), or choosing the computational techniques (Razavi et al., 

2012; Scheurer et al., 2021). 

1.4. SCOPE OF THE STUDY 

This study aimed to address the abovementioned aspects of solute 

transport in fractured systems with regard to specific reactive agricultural 

compounds such as nitrate and atrazine, as well as  groundwater age isotopes. 

Throughout the thesis, the idea of improvement of model predictions by using 
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multiple compounds was addressed in various ways. Major research questions 

can be summarized as follows: 

 How to effectively estimate groundwater age from the isotope 

measurements? Does it help to use multiple tracers, and/or multiple 

measurements for uncertainty reduction? Which aquifer characteristics except 

groundwater age could be deduced from multi tracer isotope modelling? Can the 

Muschelkalk aquifer be described by a pair of effective fracture aperture and 

porosity, relevant for all locations? 

 Can biotic denitrification in a fractured limestone aquifer function effectively 

considering limited access of microbes to small pores of the rock matrix? Which 

parameters are important for quantifying denitrification? Is it possible to calibrate 

the denitrification model using limited nitrate measurements? 

 What is the analytical relationship of the transport parameters to the travel 

time of the maximum atrazine concentration? How to design groundwater 

management considering the parameter uncertainty in atrazine transport? 

.  

 

Structure of the thesis 

The thesis aims to answer the abovementioned questions on the example of 

the Muschelkalk fractured aquifer and consists of the following sections: 

In section 2, nitrate catchment-scale transport was studied by a 

mechanistic model (MIN3P), accounting for a complete geochemical system of 

reactions possible on such a scale. The changes in typical denitrification redox 

zones and their evolution were tested by different combinations of iron- bearing 

minerals. The sensitivity of parameter changes on denitrification was tested by 

local sensitivity analysis. 

Section 3 illustrates the issue of parametric uncertainty even for a relatively 

low-demanding system from the reactive viewpoint. Reactive transport of 

groundwater age tracers 3H/3He, 4He, and 39Ar were studied based on the travel 

time-based single fracture model using MIN3P and analytical solutions. With the 

assistance of the direct mechanistic modelling of the tracer propagation in the 

fracture, four parameters (fracture aperture, porosity, mean travel time, and the 

shape parameter of the travel time distribution) defining the model output were 
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identified. Partial uncertainty reduction and estimation of the groundwater ages 

within the catchment were done by stochastic multiobjective optimization. 

In section 4 atrazine transport and related groundwater management 

problems were addressed by stochastic predictions under parametric uncertainty. 

To address the atrazine transport problem in deterministic way, an analytical 

approximation of the peak travel time was derived. A binary model based on 

sorption experiments performed on the rock samples from three different facies 

types and ranges of other transport parameters, was applied for deriving the 

probabilistic forecast and characterisation of atrazine transport in the Upper 

Muschelkalk aquifer.  
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2. TRAVEL TIME-BASED MODELLING OF NITRATE 
REDUCTION IN A FRACTURED LIMESTONE AQUIFER BY 
PYRITE AND IRON CARBONATES UNDER PORE SIZE 
LIMITATION* 

 

Abstract. We investigate denitrification in a ferric iron-containing fractured 

micritic limestone aquifer (Triassic Upper Muschelkalk) in south-west Germany by 

numerical simulations. Low porosity values (average value of 1%), partly small 

pore sizes of the rock matrix (~ 0.1 µm), and thus potential absence of microbial 

activity in the rock matrix suggest that denitrification is taking place solely in the 

fracture. A key question is whether the nitrate reduction derived from 

groundwater observations in the study area at 25 locations can be explained by a 

model that restricts microbial denitrification to the fractures. A travel time-based 

reactive transport model is developed to efficiently simulate long-term nitrate 

reduction on the catchment scale. The model employs a 2-D numerical reaction 

model describing the fracture-rock matrix system and parametric travel time 

distributions. The role of (i) biotic and abiotic iron oxidation, (ii) the type and 

amount of iron bearing minerals, and (iii) mass transfer between matrix and 

fracture are investigated. The simulations show that pyrite and siderite (used as 

surrogate for iron carbonates) together as a source of electron donors provide 

enough reduction potential to decrease the nitrate concentrations as observed in 

the field. This confirms the hypothesis that diffusion-controlled mass transfer of 

electron donors from the matrix to the fracture is sufficient to establish 

considerable denitrification in the fracture. Uncertainty in modelled concentrations 

is demonstrated as a result of both the geochemical aquifer properties and the 

unknown shape of travel time distributions.  

 

  

* Reproduced from: Petrova, E., Kortunov, E., Mayer, K. U., Grathwohl, P. and Finkel, M. 

(2022) Travel time-based modelling of nitrate reduction in a fractured limestone aquifer by 
pyrite and iron carbonates under pore size limitation, Journal of Contaminant Hydrology, 
248. doi: 10.1016/j.jconhyd.2022.103983.  
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2.1. INTRODUCTION  

About 25% of the global population depends on groundwater supply from 

fractured carbonate aquifers. In some countries such aquifers provide 50% of the 

drinking water (Chen et al., 2017). Carbonate rocks occupy about 12% of the 

surface worldwide and 35% in Europe (Bakalowicz, 2005; Vías et al., 2006). The 

substantial increase of fertilizer use and manure produced in agriculture, which 

started about 100 years ago (Puckett et al., 2011; Strebel et al., 1989), has led to 

vast and diffuse inputs of nitrate into fractured aquifers worldwide – with 

significant impact on groundwater quality (e.g., Hernández-del Amo et al., 2018; 

Howden et al., 2011; Opazo et al., 2016; Paradis, et al., 2018; Pauwels et al., 

2010; Refsgaard et al., 2014). 

Several studies investigated the factors controlling the fate of nitrate using field 

data and numerical simulations in fractured systems (e.g., Howden et al., 2011; 

Refsgaard et al., 2014). Nitrate reduction includes redox reactions and is strongly 

affected by fracture-matrix interactions (Rivett et al., 2008). Nitrate and other 

solutes diffuse from the fractures into the rock matrix and vice versa (e.g., 

Neretnieks, 1980; Neuman, 2005). If the size of the pores in the rock matrix does 

not permit microbial growth, as suggested for some Jurassic and Carboniferous 

Limestones and Cretaceous Chalk deposits (Johnson et al., 1998; Whitelaw and 

Edwards, 1980), redox reactions are limited to the rock surface of the fractures. 

In this case, nitrate reduction is controlled by diffusive flux of the electron donor 

towards the fracture. Pyrite and other Fe (II) bearing minerals are known to be 

important electron-donors in redox processes leading to oxygen reduction and 

denitrification. The importance of the abiotic oxidation of iron bearing minerals for 

redox evolution in fractured crystalline rocks was elucidated by Sidborn and 

Neretnieks (2007). However, abiotic oxidation of such minerals by NO3
- alone is 

considered insufficient (Appelo and Postma, 2005). Other iron bearing minerals 

can also act as an electron donor source such as siderite, ankerite or Fe2+ 

containing saddle dolomites and thus often mixtures of Fe2+ bearing minerals 

must be considered.  

Reactive transport of pollutants through the fractured media has been studied by 

help of models since the 1980s when analytical solutions were developed to 
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quantify the effect of the matrix diffusion during advective transport of 

radionuclides in single fractures for potential nuclear waste repositories (Grisak 

and Pickens, 1981; Neretnieks, 1980; Tang et al., 1981). Later such solutions 

were expanded to include systems of fractures and first-order decay (Sudicky 

and Frind, 1982, 1984). Sidborn and Neretnieks (2004, 2007, 2008) simulated 

oxygen transport and redox evolution in granites using various numerical models 

and developed simplified analytical solutions. A variety of further analytical and 

semi-analytical models were developed that focus on different specific features: 

stagnant flow zones and layered systems (Mahmoudzadeh et al., 2013), multiple 

radioactive decay products (Mahmoudzadeh et al., 2016; Shahkarami et al., 

2015) and chemical reactions (Andersen and Evje, 2016) including different 

reaction rates in fractures and in the matrix (Zhu et al., 2016), source decay and 

sorption (West et al., 2004). A series of semi-analytical solutions for transport in 

fractured shales was derived by Huang and Goltz (2015).  

Numerical models allow to account for complex multi-component reaction 

systems, spatial or temporal changes in parameters and boundary conditions, 

and multiple reactions pathways taking place instantaneously. Three major 

concepts have been developed for the description of fractured systems in 

numerical models (Deng and Spycher, 2019): single or multiple continuum 

porous medium models, discrete fracture network models, and travel time-based 

models.  

Equivalent single continuum models replace the fractured system with a porous 

one which has properties corrected for the effect of fractures (Berkowitz et al., 

1988; Liu et al., 2016). Dual continuum models (Warren and Root; 1963; Lichtner, 

2000) differentiate between fractures and matrix that are coupled to allow 

interaction. Various concepts of the fracture-matrix interactions and 

interconnection have been proposed (Lichtner, 2000; Tecklenburg et al., 2016). 

Triple and multiple continuum approaches (e.g., Wu et al., 2004) were considered 

to account for different scales of fracture density.  

Discrete fracture networks were successfully applied for transport simulations in 

crystalline (Abdelghani et al., 2015) and sedimentary rocks (Molson et al., 2012). 

Trinchero et al. (2017, 2019) used a deterministic 3-D discrete fracture network 
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model based on extensive field and laboratory studies. Discrete fracture network 

models may also account for fracture properties (Frampton et al., 2019), fracture-

matrix mass transfer and heterogeneity of hydraulic properties (Cvetkovic et al., 

2016). Different algorithms were applied (e.g., Lavoine et al., 2020) in order to 

overcome the uncertainty in topology, connectivity and other statistical 

parameters of fractures. A review on the discrete fracture networks was 

presented in Lei et al. (2017).  

Multi-dimensional spatially distributed models, though offering intuitively an 

explicit idea of the modelled area, face several limitations, which are mainly 

caused by tremendous computational cost and difficulties in parameter 

identification, in particular at larger scales, which often prevent a reliable 

description of spatial heterogeneity of aquifer properties due to the lack of 

available data. There are only a few studies in which such models are used to 

predict the water quality in a fractured aquifer at catchment scale (Blessent et al., 

2011; Orban et al., 2010; Refsgaard et al., 2014). Blessent et al. (2011) pointed 

out the uncertainty associated to the fracture network connectivity and geometry. 

Stochastic modelling may consider this uncertainty but requires very long 

computing time (days if not weeks) on multiple processors (Refsgaard, Auken, C. 

A. Bamberg, et al., 2014). 

Travel time-based models were proposed to overcome these limitations. In these 

models, in contrast to the spatially explicit Eulerian models, the travel time 

replaces spatial coordinates as independent variables. Conceptually, this leads to 

quasi one-dimensional solute transport under the assumption that reaction fronts 

coincide with groundwater isochrones (i.e., lines of equal travel time). Reactive 

transport is solved as a function of travel time, which is defined as the time that a 

water particle resides in the domain of interest, from the entry point at the domain 

inlet to the point of observation. The effect of geochemical reactions on the 

solutes of interest is quantified in the travel-time domain using an appropriate 

analytical or numerical model to provide a reaction function. This is done apart 

from the modelling of the hydraulic system, which is represented by the 

distribution of travel time in the model domain. This distribution is interpreted as 

the result of many non-interacting stream tubes being mixed upon the 

observation rather than within the domain. Reactive-species concentrations in 
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groundwater are then quantified through convolution of reaction function and 

travel time distribution. Travel time-based solute transport models reduce the 

required computational effort dramatically and have been frequently applied in 

the past (e.g. Assteerawatt, 2008; Bellin et al., 1993; Cirpka and Kitanidis, 2000; 

Cvetkovic and Frampton, 2010; Cvetkovic and Dagan, 1994; Dagan and Nguyen, 

1989; Dagan and Cvetkovic, 1996; Finkel et al. 2016; Loschko et al., 2016; Luo et 

al., 2008a and 2008b; Maher, 2010; Malmström et al., 2008; Molin and Cvetkovic, 

2010; Robinson and Chu, 2013; Seeboonruang and Ginn, 2006; Vu et al., 2019; 

Zhao et al., 2011). Owing to the efficiency of the travel time approach, 

investigating alternative reaction models and the sensitivity of the model 

parameters in a stochastic manner are possible (Malmström et al., 2008; Sanz-

Prat et al., 2015 and 2016).  

In this study, we develop a travel time-based transport to simulate nitrate 

transport in fractured aquifers. Relevant geochemical reactions both within 

fracture and rock matrix as well as mass-transfer processes are described by 

means of a 2-D numerical model. The geochemical modelling results are used to 

provide the reaction function that quantifies the change in nitrate concentration 

within the fracture as a function of travel time. By convolution with parametric 

probability density functions of groundwater travel time, nitrate concentrations in 

groundwater are calculated. The travel time-based model is applied to quantify 

denitrification in a carbonate aquifer (Upper Muschelkalk) in the catchment of the 

river Ammer close to the city of Tübingen, Germany (Grathwohl et al., 2013). 

Thanks to the intense use of the aquifer for water supply, the monitoring of 

quarrying activities, and intense research activities, a comprehensive field data 

set is available for the catchment. The data shows considerable nitrate reduction 

in groundwater by means of an inverse correlation between measured nitrate 

concentration and derived groundwater age for a variety of measurement 

locations in the catchment. A key question is whether these observations can be 

explained by microbial denitrification being restricted to the fractures. Given the 

low porosity and small pore sizes of the Upper Muschelkalk rock matrix, it can be 

expected that a relevant microbial population may not develop in the matrix pore 

space, and microbial activity is restricted to the fracture. In this case, nitrate 

reduction is controlled by the diffusive transfer of electron donors, which are 
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released within the rock matrix due to pyrite oxidation and siderite dissolution, to 

the fracture. Although the available field data and knowledge from previous work 

may be rated as exceptional, and some idea of the carbonate aquifer’s geometry, 

structure and heterogeneity could be developed, the aquifer properties can be 

determined only approximately. We first consider a reference scenario that 

reflects the current knowledge of the conditions in the case study area by a set of 

best-guess effective values for the input parameters of the geochemical model. 

The model simulation includes a preconditioning phase to take into account the 

redox evolution during about 10000 years of oxic recharge since the end of 

glaciation followed by a 100-years period of nitrate input. The role of individual 

parameters is studied in a sensitivity analysis. Parameter uncertainty is also 

taken into account in the comparison of modelled and measured nitrate 

concentrations versus travel time. Finally, the model is applied to predict the 

further propagation of the nitrate front in the long-term. 

2.2. CASE STUDY AREA 

The study area is located in the catchment of the Ammer river close to the city of 

Tübingen, Germany (Fig. 3.1). We consider the Upper Muschelkalk aquifer, 

which has a total thickness of up to 80 m (see D’Affonseca et al. (2020) for a 3-D 

high-resolution geological model of the study area). The Upper Muschelkalk 

consists of numerous meter-scale cyclic limestone layers (Aigner and 

Bachmann,1992; Koehrer et al., 2010; Warnecke and Aigner, 2019). Cycles 

consist of alternating limestone and thin clay-marlstone horizons (Koehrer et al., 

2010). The main fracture network is connected to the bedding planes between 

limestones and clay layers. In this study we focus on the micritic limestone facies, 

which covers up to 90% of the thickness of Upper Muschelkalk in the Ammer 

catchment. Visual observations have been performed in the quarries across the 

catchment and in the core samples to obtain fracture characteristics in the Upper 

Muschelkalk. Fractures vary by origin, orientation and spacing. The typical 

spacing that has been detected ranges between a few decimeters to several 

meters. 

The porosity of micritic limestone is low and varies in the range between about 

0.1 and 2% (Adams and Diamond, 2017; Palermo et al., 2010), with pore sizes 

less than 0.1 µm (Rügner et al., 1999). The limestones are comprised of calcite, 
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dolomite, siderite, pyrite and some minor contents of clay minerals and other iron 

carbonates (saddle dolomite). Pyrite is commonly present in the rocks, its 

concentration is ranging between 0.5 and 2 Vol. % (Adams and Diamond, 2017; 

Aigner and Bachmann, 1992; Koehrer et al., 2010; Warnecke and Aigner, 2019). 

Scanning electron microscopy indicates the presence of siderite and saddle 

dolomites with contents of up to 1 Vol. % (Kortunov, 2018) comparable to the 

findings for limestones in other sedimentary basins (Ellwood et al., 1988). The 

mutual presence of siderite and pyrite has been observed previously in various 

limestones (Ellwood et al., 1988; Haese et al., 1997; Koehrer et al., 2010). While 

pyrite is formed during different stages of diagenesis, siderite tends to form 

during the second phase of diagenesis as a result of pyrite oxidation and re-

precipitation. 

Figure 2.1. Geologic map of the Ammer catchment area with location of sampled 

spots (water supply wells, springs, and monitoring wells. 

 

The typical redox sequence (Appelo and Postma, 2005) is formed both in fracture 

and matrix. Provided that microbial denitrification is occuring in the rock matrix, 



20 

 

nitrate does not migrate much further than dissolved oxygen. Relatively high NO3
- 

concentrations observed in the limestone aquifer in the anoxic zone (Table 3.1) 

indicate that denitrification in the study area is rather slow. The source of nitrate 

in the study area is the fertilizer applied to the agricultural areas (Visser et al., 

2021), which cover large parts of the catchment (Liu et al., 2018). By stochastic 

modeling of nitrate leaching through a series of soil columns representing the 

variety of soil forms in the study area, Weber (2020) estimated an effective 

average nitrate concentration in groundwater recharge of 31 mg/L (0.5 mmol/L) 

within the catchment of the Ammer river. 

Routine sampling campaigns in the Ammer catchment conducted in 2011, 2014 

and 2018 give an overview on groundwater chemistry. A detailed description of 

sampling strategy, measurement methodology and data analysis is given in 

Visser et al. (2021). The results of these campaigns include nitrate 

concentrations as well as estimates of the apparent groundwater age derived 

from tritium/helium ratios (equating the terms ‘apparent groundwater age’ and 

‘apparent tracer age’, see Suckow (2014) for a detailed discussion) at 25 

groundwater wells and springs in the catchment (Table 3.1 and Fig. 3.2, locations 

are shown in Fig. 3.1).  

Measured nitrate concentrations in groundwater range from very low values 

below the detection limit (e.g., at the production well “TBBrhz”) to a maximum of 

0.79 mmol/L (at the monitoring well “Has5”). The pattern of measured data 

largely depends on the type of measurement location (Fig. 3.2): While the data 

from monitoring wells show an irregular pattern, the data measured at springs 

and production wells reveal the expected trend of decreasing nitrate 

concentrations with increasing apparent groundwater age, which we denote 

below as mean travel time 𝜏̅. Most likely, this is due to differences in the size of 

associated capture zones and the variation in relevant characteristics. Samples 

taken at monitoring wells have originated from small capture zones where nitrate 

input and subsurface properties are supposed to vary considerably from capture 

zone to capture zone. Samples from production wells or springs stem from rather 

large capture zones with – to a certain extent – averaged characteristics, which, 

therefore, are expected to be described much better by the model than the 

samples from the monitoring wells.   
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Table 2.1. Values of apparent groundwater age and nitrate concentrations 

measured at wells and springs in the study area and characteristical information.  

Location 

Apparent 

GW age 

[years] 

NO3 

[mmol/l] 
Type

1)
 

Altitude 

[m asl] 

Depth 

[m asl] 

Intake 

depth 

[m bgs] 

Flow 

rate
2)

 

[L/s] 

screen 

interval 

[m asl] 

Sul3 0.6 0.15 1 510.9 474.4 33 0.01 489.9 479.9 

Mötz1 1 0.09 1 519.2 449.2 57 0.10 464.2 449.2 

Sul4 1.3 0.58 1 547.1 504.6 38 0.05 515.1 505.1 

Sul8 2.1 0.09 1 528.4 489.4 34 0.02 501.4 494.4 

PWGül 4.1 0.55 2 386.0 359.8 ca. 20 11 386.0 386.0 

AMQ 4.2 0.49 3 403.0 402.5 
    

Sul1 5 0.21 1 576.0 484 84 0.05 508.0 488.0 

Has2 5.3 0.36 1 474.2 405.7 64 0.01 414.0 406.0 

PWHrbg 5.8 0.48 2 401.0 393.3 
    

Has1 8.4 0.53 1 499.1 412.9 82 0.02 423.6 413.6 

Has6 11.6 0.74 1 496.2 408.6 85 0.01 416.2 409.2 

Has5 12.9 0.79 1 490.7 403 83 0.03 408.7 403.7 

TBPol1 13.1 0.29 2 352.0 260 33 35 342.0 314.0 

TBEnt1 13.4 -
3) 

2 364.2 318.6 33 50 339.2 326.2 

Mötz4 13.9 0.4 1 545.7 446.7 94 0.20 463.7 446.7 

SAUQ 15.2 0.46 3 390.0 389.5 
    

TBEnt2 15.4 0.04 2 365.0 321.7 34 35 340.0 327.0 

TBPol2 16.3 0.24 2 350.0 304.4 32 50 339.4 311.4 

Has4 22.3 0.41 1 469.3 389.3 72 0.10 399.3 389.3 

TBAlt3 24.4 0.17 4 377.0 316.5 54 60 351.5 318.5 

Mötz3 25.5 0.24 1 553.5 442.5 92 0.16 461.5 451.5 

Has3a 25.9 0.36 1 447.4 389.4 53 0.10 397.4 389.4 

Bon3 30.7 0.11 2 488.2 376.2 105 0.1 388.2 378.2 

ArtA 31.1 0.02 5 378.5 320.7 29 1.0 359.5 320.7 

TBBrhz 37.7 -
3)

 1 395.7 330.7 54 26 354.7 333.5 

1
) Sampling point types: 1 - monitoring well, 2 - production well, 3 – spring (natural outflow), 4 - 

former production well, 5 - exploration well 

2
) Flow rate: sampling rate with submersible pump or average well production rate 

3
) Below detection limit 

 

Assuming a spatially rather constant nitrate input from agricultural land, 

measured nitrate concentration can be directly attributed to different total 
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denitrification stage. The degree of nitrate reduction correlates with 

corresponding values of mean travel time 𝜏̅. 

 

Figure 2.2. Measured nitrate concentration vs. apparent groundwater age derived 

from tritium/helium ratios. 

 

2.3. MODELLING APPROACH 

2.3.1. TRAVEL TIME-BASED MODEL CONCEPT 

We consider the fractured aquifer to consist of two domains, fractures and rock 

matrix. Due to the small permeability of the micritic limestone, water flow in the 

matrix is assumed to be very low and is therefore neglected. The flow is assumed 

to pass through the connected system of fractures providing continuous exposure 

of water parcels to the surface of the limestone rock matrix.  

The geochemical properties of both domains are assumed to be spatially 

constant within the model domain. Under this assumption of a geochemically 

homogeneous system, the travel-time based model approach consists of two 

tasks that can be conducted separately: the evaluation of the distribution of travel 

times of groundwater through the model domain towards the well or spring of 
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interest (in terms of a probability density function – pdf), and a single simulation 

of reactive transport to provide the reaction function. 

The reaction model represents any of the flow paths of the water parcels through 

the fractured aquifer in terms of travel time. Groundwater flow is assumed to be 

at steady state under fully water saturated conditions. The spatial extent of the 

reactive transport model, the initial conditions within the model domain as well as 

the chemistry of the water that enters the model at the upgradient boundary are 

set according to the specific conditions given at the site. Mineral composition and 

other model parameters are considered as effective values representing the 

properties of the rock formation in the model domain ‘in average’. As there is no 

spatial differentiation with respect to geochemical properties, it is not relevant in 

which area of the catchment and in which particular fracture the solute 

propagates through the subsurface.  

The groundwater captured by an individual well, spring or other measurement 

location is a mixture of different water fractions that travelled to the location along 

individual flow paths with different residence or travel time through the aquifer 

domain of interest (see Fig. 3.2 for an exemplary illustration). The distribution of 

travel time characterizes the ensemble of heterogeneous pathways in the 

domain. Differences in travel time result from and describe heterogeneity on all 

scales including density, connectivity, orientation and width of fractures, 

channeling within fractures (e.g., Guiheneuf et al., 2017) as well as travel 

distance.  

Being associated with a particular sub domain, i.e. capture zone, each sampling 

location is characterized by its specific pdf of travel time. The shape of these 

travel time distributions is not known in natural aquifer systems and can be 

estimated only with considerable uncertainty. For the estimation, numerical multi-

dimensional flow models together with particle-tracking routines may be used or 

parametric distributions that meet certain statistical characteristics. The validity of 

either form of estimation largely depends on the level of knowledge about the 

aquifer system. In this work we use a gamma distribution as probability 

distribution, which has been applied previously for fractured systems (Kirchner et 

al., 2000; Hrachowitz et al., 2010): 



24 

 

 𝑓𝑖(, 𝛼𝑖, 𝛽𝑖) =  
𝛼𝑖−1

𝛽𝑖
𝛼𝑖Г(𝛼𝑖)

𝑒
−𝜏

𝛽𝑖  (2.1) 

where Г(𝛼𝑖) is the gamma function 

 Г(𝛼𝑖) =  ∫ 𝑒−𝜏𝛼𝑖−1𝑑𝜏
∞

0
. (2.2) 

The unknown shape parameter 𝛼𝑖 and the scale parameter 𝛽𝑖 of the gamma 

distribution are related to each other via the distribution’s mean value 𝑓�̅� = 𝜏�̅� =

 𝛼𝑖 𝛽𝑖. If we assume to know the mean travel time 𝜏�̅� at the considered location, i, 

to be equal to the apparent groundwater age estimated using tritium/helium 

measurements, the scale parameter can be substituted: 𝛽𝑖 = 𝜏�̅�/𝛼𝑖. This leads to 

a formulation for the location-specific pdf of travel time, 𝑓𝑖(𝜏, 𝜏�̅�, 𝛼𝑖), having only 

one unknown parameter, the shape parameter 𝛼𝑖: 

 𝑓𝑖(, 𝜏�̅�, 𝛼𝑖) =  
(𝛼𝑖−1)

(
�̅�𝑖
𝛼𝑖

)
𝛼𝑖

 Г(𝛼𝑖)
𝑒

−𝜏𝛼𝑖
�̅�𝑖  (2.3) 

This shape parameter is determined by calibration – as will be explained further 

below. Given the results of the reactive transport simulation in terms of the nitrate 

concentration as a function of real time 𝑡 and travel time 𝜏, 𝐶𝑟(𝑡, 𝜏), the nitrate 

concentration in groundwater, 𝐶𝐺𝑊,𝑖(𝑡), at some sampling location 𝑖 is calculated 

by convolution (e.g., Cirpka & Kitanidis, 2000):  

 𝐶𝐺𝑊,𝑖(𝑡) = 𝐶𝐺𝑊(𝑡, 𝜏�̅� , 𝛼) = ∫ 𝐶𝑟(𝑡, 𝜏) 𝑓(𝜏, 𝛼, 𝜏�̅�)𝑑𝜏
∞

0
, (2.4) 

where 𝑓(𝜏, 𝛼, 𝜏�̅�) is the pdf of travel time at the measurement location 𝑖, described 

by a gamma distribution for a given mean travel time 𝜏�̅� and shape parameter 𝛼. 

The model calibration consists of two steps: (i) the appropriate parameterization 

of the reactive model and (ii) the measurement-point-wise fitting of the gamma 

distribution’s shape parameter (see section 2.4.3 for further details). 
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Figure 2.3. Schematic representation of a potential solute transport pathline 

through the Muschelkalk formation along a NW-SE cross-section adapted from 

Villinger (1982) (Top), and the domain of the model used for catchment scale 

transport simulation (travel time ≤ 50 years) with redox zonation scheme 

(Bottom).  

 

2.3.2. REACTION MODEL 

The reaction model describes a single fracture and the adjacent part of the rock 

matrix. Transport of solutes in the fracture is convective, transport in the matrix is 

purely diffusive. Due to the symmetry, it is sufficient to model only one half of the 

fracture-matrix system (Fig. 2.4). For the simulations, we chose the multi-

component reactive transport code MIN3P_THCm (Mayer et al., 2002; Su et al., 

2021). In flow direction, the model is discretized into 100 columns of uniform 

length (Δx = 0.1 m). Following the travel time-based approach, any location x in 

the model is interpreted in terms of travel time  with  = x/v where v is the 

average flow velocity in the fracture (0.2 m/year). A specified flux (Neumann) 

boundary condition is applied to the upgradient boundary (x = 0) of the fracture 
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such that the length of the model in terms of travel time is 50 years, which is well 

above the largest value of measured apparent groundwater age (38 years, see 

Table 2.1). Downgradient, at the fracture outlet, (x = Lx = 10 m), a Dirichlet 

boundary is employed with a fixed hydraulic head to maintain free drainage. 

Perpendicular to the fracture, the matrix is discretized using a variable grid size, 

with Δz ranging from 0.1 mm (near the fracture) to 40 mm comprising a total 

number of 67 layers resulting in a total model thickness of Lz = 0.5 m (Fig. 2.4). 

The conductivity of the matrix compartment was set to a very low value (10-

14 m/s) leading to negligible flow in the matrix. The diffusion coefficient in water, 

Daq, is set to 1.5×10-9 m2/s for all aqueous species. Initial water chemistry in the 

fracture and the matrix is assumed to be in equilibrium with the rock minerals. 

The model is preconditioned to simulate the evolution of redox conditions in the 

aquifer due to oxic recharge (with O2 pressure of 0.209 atm.) since the last ice 

age (following Spiessl et al. (2008) for biotite oxidation in granites). Subsequently, 

nitrate input is considered for a period of 100 years. 

Model parameter settings have been defined in relation to a reference scenario, 

hereafter also denoted as the base case. For this base case, nitrate input 

concentration is assumed to 31 mg/L (0.5 mmol/L), pyrite and siderite contents in 

the rock matrix are set to 0.25 Vol. % each (corresponding to 0.44 and 0.35 mass 

%), calcite content is 99.5 % (99.21 %), the oxidation preconditioning period is 

10000 years, fracture aperture is 0.2 mm, and matrix porosity is set to 1 %. 

2.3.3. GEOCHEMICAL SYSTEM 

Following the assumption that the limited pore-size of the rock matrix does not 

allow for the development of any relevant microbial mass in the matrix pore 

space, microbial activity in terms of microbial denitrification in the fracture and the 

release of the required electron donor (Fe2+) in the matrix are spatially separated 

in the model. Furthermore, we do not consider any filling of the fracture that may 

otherwise contribute in terms of a direct provision of electron donors. Therefore, 

diffusive mass-transfer between matrix and fracture strongly controls 

denitrification.  
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Figure 2.4. Schematic representation of the reaction model: available minerals, 

processes, redox zones, model domain, discretization and boundary conditions. 

Symbols illustrate Fe(II) bearing minerals that are initially homogeneously 

distributes in the rock matrix and are subject to oxidation and dissolution. 

 

The hydrogeochemical model considers redox-sensitive species most relevant for 

denitrification in the aquifer, such as dissolved oxygen of atmospheric origin, 

agriculturally-produced nitrate (Visser et al., 2021), sulphate, and ferrous iron. 

Fe2+ is produced by siderite dissolution and pyrite oxidation. Rock matrix 

composition is defined by primary (carbonate/calcite) and secondary (siderite, 

pyrite) minerals of the sedimentary basin. The main geochemical components 

and reactions considered in the model are described in Table 3.2 and Appendix 

2.1. Figure 2.4 shows a conceptual scheme of the redox zonation within the 

fracture-matrix system and considered exchange processes such as diffusion, 

mineral dissolution and microbial denitrification. The latter has been proofed by 

cultivation experiments with groundwater samples (Jakus, 2021a,b). For 
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dissolution/precipitation of calcite, siderite, ferrihydrite, and goethite, constant 

reaction rates were assumed. Equilibrium constants for these components are 

based on previously published values (Ball and Nordstrom, 1991). To improve 

convergence, Fe2+ oxidation to Fe3+ is combined with iron hydroxide precipitation 

and therefore Fe3+ is not present in aqueous phase. Ferrihydrite and goethite are 

produced by oxygen reduction and denitrification respectively. In order to 

distinguish between oxidation and nitrate biotic reduction of Fe2+, these 

processes are implemented in the reaction model as goethite and ferrihydrite 

precipitation. Other sources of goethite and ferrihydrite formation are not 

considered. For the oxidation of pyrite the shrinking core model was used for 

sulphur with the same parameters as were published in previous studies 

(Langman et al., 2014; Bao et al., 2017), followed by iron reduction by nitrate or 

oxygen (Table 3.2). Denitrification takes place exclusively in anoxic conditions 

(Appelo and Postma, 2005), which is controlled in the model by an inhibition 

term. Note that pyrite is depleted only abiotically via oxygen reduction and does 

not directly contribute to the nitrate reduction because biotic reactions do not take 

place in the matrix but are limited to the fracture. As mineral forms and 

concentrations are not known exactly, we consider siderite as the iron carbonate 

phase which can dissolve and provide additional Fe2+ to the system. Siderite 

serves as representative for other minerals such as ankerite or saddle dolomites 

(Cax(Fe,Mg,Mn)(1-x)(CO3)2), which might also occur as potential sources of Fe2+. 

The reaction model also accounts for porosity changes due to precipitation of the 

secondary minerals and dissolution of carbonates and pyrite.  

 

2.4.RESULTS AND DISCUSSION 

2.4.1 REACTIVE TRANSPORT MODELLING – BASE CASE 

The water chemistry in the fracture as modelled for the base case at the end of 

the simulation period is shown in Fig. 2.5. Oxygen vanishes due to pyrite 

oxidation within a travel time of about 2 year (after 10,000 years of 

preconditioning as described in section 2.2). As long as oxygen is present, nitrate 

does not react; the slight decrease in the concentration is caused by diffusion into 

the rock matrix. When the oxygen is gone, nitrate reduction starts. 
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Table 2.2. Main components and geochemical reactions considered, equilibrium 

constants, rates and parameters used in the fracture-matrix reactive transport 

model 

Components 

O2 (aq), CaCO3, pH, Ca2+, Fe2+, SO4
2-, NO3

-, N2 (aq), Cons. tracer 

Minerals: Calcite, Pyrite, Siderite, Ferrihydrite, Goethite 

Reactions 

Equilibrium constants, 
 rates and parameters 

log Keq [-] keff [mol/l·bulk·s] 

Carbonate species 

H2CO3 ⇄ H+ + HCO3
- -6.36  

HCO3
- ⇄ H+ + CO3

2- -10.33  

Gases (in equilibrium with aqueous phase) 

O2 (g) ⇄ O2 (aq) -2.89  

CO2 (g)+ H2O ⇄ H2CO3 -18.20  

N2 (g) ⇄ N2 (aq) -3.18  

Carbonate dissolution 

CaCO3 (s) ⇄ Ca2+ + CO3
2- -8.48 1×10-6 

FeCO3 (s) ⇄ Fe2+ + CO3
2- -10.45 1×10-9 

Oxygen reduction by Fe2+ - ferrihydrite precipitation 

4Fe2+ + O2 (aq)+ 10H2O ⇄ 4Fe(OH)3 (s) + 8H+ -15.90  

Nitrate biotic reduction by Fe2+ – goethite precipitation* 

10Fe2+ + 2NO3
-+ 14H2O⇄10FeOOH (s) + N2 (aq) + 18H+ -70.30 1×10-6 

Oxygen reduction by pyrite Shrinking core parameters 

FeS2 (s) + 3.5O2 (aq)+ H2O ⇄ Fe2++ 2SO4
2- + 2H+ 

 

Spy = 1×10-6 mol l-1 s-1 

rpy
p = 50µm, rpy

r = 49 µm 

Dpy,O2 = 2.41×10-9 m2 s-1 

* Inhibited in the presence of oxygen (Appelo and Postma, 2005), in the model for 
concentrations of O2 (aq) > 10-10 mol/l. 

 

At this stage, Fe2+ is present in the fracture and nitrate decreases rapidly. 

Denitrification is followed by goethite and ferrihydrite precipitation; this and pyrite 

oxidation produces H+ in the fracture (Tab. 3.1), which lowers pH from 9.1 in 
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equilibrium with carbonate rocks to 6.9-7.1 (neutral values). As the pH decreases, 

more siderite dissolves and more Fe2+ is released (Fig. 2.5). Downstream of the 

nitrate reduction front in the fracture, the pH is slightly increasing again. 

Concentrations of goethite in the fracture are comparable to ferrihydrite. Goethite 

as a product of denitrification precipitates conjointly with the nitrate decrease.  

Figure 

2.5. Modelled concentration profiles of the main species in the fracture water at 

the end of the simulation period (t = 10100 years; 10000 years O2 + 100 years 

NO3
-) for the reference scenario (pyrite and siderite content = 0.25 Vol. % each, 

porosity of rock matrix ε = 1.0 %, Daq = 1.5×10-9 m2/s). The low pH value at the 

fracture inlet refers to the injected water. 

 

After a travel time of about another 4.5 years in the anoxic zone the groundwater 

is free of nitrate. An increasing amount of N2 appears in the fracture as a product 
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of denitrification. Further downstream of the reaction front of nitrate, N2 behaves 

as a conservative tracer diffusing into the rock matrix. Sulphate concentration in 

the fracture equilibrated with the matrix during the 10000 years long 

preconditioning period and is not significantly affected during anthropogenic 

nitrate input within the last 100 years. Correspondingly, the concentration of SO4
2- 

stays almost at a constant level downstream of the oxygen front. 

Figure 2.6 shows the distribution of the main reaction species in the rock matrix. 

Pyrite oxidation takes place in the closest vicinity to the fracture inlet and limits 

the diffusive propagation of oxygen further into the rock matrix. The concentration 

profile of nitrate equals the profile of the tracer close to the fracture inlet and 

starts to deviate from it as soon as the oxygen in the fracture is vanished. The 

end of denitrification correlates with the residual Fe2+. 

During the first 10000 years oxygen is spreading in the first 2 mm of the rock 

matrix dissolving 0.54 mol of pyrite. The subsequent 100 years of nitrate input 

result in consumption of additional 0.19 mol of siderite (Fig. 2.6). Secondary 

siderite precipitates in the rock matrix as a result of diffusive redistribution of Fe2+ 

(see SM 1). Fe2+ oxidation leads to ferrihydrite and goethite precipitation in 

amounts of 0.45 and 0.21 mol accordingly, which means that 32% of produced 

Fe2+ is consumed in denitrification. 

 

2.4.2. SENSITIVITY ANALYSIS 

To understand the model behaviour in relation and response to parameter 

changes, a series of model simulations with different parameter settings were 

performed. These settings were generated by a systematic variation of individual 

parameters (one-at-a-time method) of the base case model. We considered a 

number of fractured aquifer properties, namely fracture aperture, rock matrix 

porosity, and total mineral concentration, which all are expected to vary across 

the catchment. Further, we investigate the role of nitrate input concentration and 

the relevance of the duration of the preconditioning period.  

The parameter ranges were set in accordance to the field observations and the 

literature research about Muschelkalk properties.  
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Figure 2.6. Water chemistry simulated for the rock matrix after 10 000 years of 

oxic recharge followed by 100 years of nitrate input (t = 10100 years) in the 

model domain close to the fracture (0 < z < 0.1 m). 

 

Minimum and maximum values of the parameters considered in this sensitivity 

analysis are summed up in Table 3.3 in comparison to the base case settings. 

Relative parameter change is defined as ∆𝑝 = 𝑃𝑖/𝑃0, where P0 and Pi denote the 

reference (base case) value of the parameter and its variation, respectively. 

Model sensitivity in response to individual parameter changes is evaluated by 

means of the difference in travel time required to reduce the nitrate input 

concentration that enters the fracture across the upgradient model boundary by 

60 %, which is hereafter denoted as 𝜏60%. The results of this sensitivity analysis 

are compiled in Fig. 2.7. Note that nitrate degradation in the fracture starts only 

after oxygen is completely depleted. Thus, the location of the oxygen front (in 

terms of travel time) represents a lower limit for 𝜏60%. For the base case, the 

oxygen-free zone in the fracture starts at approx. 𝜏 = 2 years. Nitrate reduction by 

60% is achieved within approx. 4.5 years, and complete denitrification within 5.5 

years (see Fig.2.5).  
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Table 2.3. Parameter ranges and reference values used in the sensitivity 

analysis.  

Parameter Unit 
Base 

case 

Minimum 

value 

Maximum 

value 

Fracture aperture [mm] 0.2 0.02 1.0 

Input nitrate concentration [mmol/l] 0.5 0.05 5 

Matrix porosity [-] 0.01 0.002 0.08 

Total content of Fe(II) 

bearing minerals 

(with 1:1 ratio of pyrite and 

siderite) 

[Vol. %] 0.5 0.05 5 

Duration of oxygen input [years] 10000 3000 30000 

 

Changes of the oxygen input duration cause only a slight variation of 𝜏60% values. 

Obviously, the preconditioning of the redox system in the model domain is nearly 

completed after 3000 years such that any longer oxygen input does not 

remarkably change the initial conditions relevant for the nitrate transport through 

the system. The decrease of the nitrate input load, either due to a lower input 

concentration or a lower fracture aperture, obviously, leads to a faster nitrate 

reduction (Fig. 2.7). Vice versa, 𝜏60% increases with nitrate input concentration 

and fracture aperture. Decrease of the fracture aperture is raising the surface 

area to volume ratio of the fracture-matrix system prompting quasi-parabolic 

dependency similar to existing analytical solutions for the fractured systems (e.g., 

Rahman, et al. 2004; Sidborn and Neretnieks, 2007).  

A change in mineral content has only a minor effect on the value of 𝜏60% as long 

as there is a sufficient amount of minerals available (approx. 30% of the base 

case content, i.e. 0.15 Vol. %) As soon as the mineral concentration is 

decreasing, it follows the same degree of dependency as the fracture aperture 

increase (Rahman, et al. 2004; Sidborn, and Neretnieks, 2007). Matrix porosity 

controls the diffusive mass transfer between matrix and fracture. With larger 

porosity, values of 𝜏60% are reduced considerably. This is due to a faster 

reduction of both oxygen and nitrate. Please note that, in all modelled scenarios, 
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porosity changes due to precipitation and diagenesis of the rock matrix are 

insignificant.  

  

Figure 2.7. Model sensitivity in terms of the travel time 𝜏60% required for a 60 % 

reduction of NO3
- to changes in model input parameter. 

 

The denitrification potential has been found to be at maximum if pyrite and an 

iron carbonate (here: siderite) are present in the rock matrix in comparable 

concentrations (reference scenario). The dominance of one mineral fraction leads 

to significantly lower denitrification (please see SM 2 for the scenario where only 

pyrite is present, and SM 3 where only siderite is present). 

2.4.3. CALIBRATION OF TRAVEL TIME DISTRIBUTION’S SHAPE TO CALCULATE 

NITRATE CONCENTRATION IN GROUNDWATER  

The modelled nitrate concentration in groundwater, 𝐶𝐺𝑊,𝑖(𝑡
∗), at some particular 

location i for a given time 𝑡∗ depends on the outcome of the reactive transport 
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simulation (reaction function) and on the specific pdf of travel time (see Eqns. 

(3.1-4)) at the considered location. With this approach, the modelled 

concentration of nitrate in groundwater depends on the parameter setting of the 

geochemical model and the shape parameter 𝛼𝑖 in 𝑓𝑖(, 𝜏�̅�, 𝛼𝑖). For a given 

reaction curve, representing the result of the geochemical model (with a particular 

parameter setting) for the time of interest (here: 𝑡∗ = 100 a), the concentration 

value 𝐶𝐺𝑊,𝑖(𝑡
∗, 𝜏�̅�, 𝛼𝑖) is a function of the shape parameter 𝛼𝑖 of the pdf of travel 

time. By comparison with the measured concentration, the ‘optimal’ 𝛼𝑖 value 

providing the best model fit can be determined. However, uncertainty in 

geochemical model parameters leads to a non-uniqueness of the model 

calibration. Consequently, any pair of measured values of nitrate concentration in 

groundwater and mean travel time may be explained through the model by 

different parameter combinations. This is illustrated for the example of a single 

concentration measurement at location ‘TBBrhz’ (𝐶𝐺𝑊,𝑇𝐵𝐵rℎ𝑧 = 9.68 10-3 mmol/l, 

𝜏�̅�𝑢𝑙1 = 37.7 years), against which the model (namely the travel time distribution’s 

shape parameter 𝛼𝐵𝐵𝑟ℎ𝑧) has been fitted (Fig. 2.8). For clarification, the fitting is 

shown for two different parameter settings of the geochemical model (here: 

different total mineral concentration, 0.05 Vol. % and 0.5 Vol. %, respectively). 

 

2.4.2. COMPARISON WITH FIELD DATA 

In order to prove the feasibility of the model approach, we compare modelled 

nitrate concentration with the data (𝜏̅, 𝐶𝐺𝑊)i measured in monitoring and 

production wells as well as springs (Table 3.1). In order to reflect in an exemplary 

way the uncertainty demonstrated in the sensitivity analysis, two different 

parameter settings are considered here: (i) the reference scenario (base case) as 

has been discussed above, and (ii) a scenario with limited availability of minerals 

(total mineral content MC = 0.05 Vol. %). 

Modelling with these two settings provide the reaction curves that correspond to 

the bounds of this parameter range (recall that model results are insensitive to an 

increase in mineral content compared to the base case, as depicted in Fig. 2.7). 

In the context of this exemplary analysis, we may claim: these two reaction 
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curves are forming the envelope of plausible reactive model results (see Fig. 2.8a 

and purple shaded areas in right column of Fig. 2.9).  

By convolution with the pdf of travel time 𝑓(𝜏, 𝜏̅, 𝛼), we obtain a ‘plausibility area’ 

in which the model can explain the measured data pairs (𝜏̅,C/C0)i. The shape of 

this area varies with the shape parameter 𝛼 (see blue shaded areas in right 

column of Fig. 2.9).  

 

Figure 2.8. Illustration of the calculation of nitrate concentrations in groundwater 

combining geochemical model results with specific travel time distributions. (a) 

reaction curves 𝐶𝑟(𝑡 = 100 𝑎, 𝜏̅𝑇𝐵𝐵𝑟ℎ𝑧 = 37.7 𝑎) for two different model settings 

with respect to total mineral content (MC); (b) pdf of travel time for given 

𝜏̅𝑇𝐵𝐵𝑟ℎ𝑧 = 37.7 𝑎 and calibrated shape parameters (values of 𝛼𝑇𝐵𝐵𝑟ℎ𝑧 for which the 

model reproduces the measured value as depicted in part (c)); (c) modelled 

𝐶𝐺𝑊,𝑇𝐵𝐵𝑟ℎ𝑧(𝑡
∗, 𝜏̅𝑇𝐵𝐵𝑟ℎ𝑧, 𝛼𝑇𝐵𝐵𝑟ℎ𝑧) values for given reaction curves (see part (a)) as a 

function of shape parameter 𝛼𝑇𝐵𝐵𝑟ℎ𝑧 of the pdf of travel time.  
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Figure 2.9. Comparison of model results with nitrate concentrations measured in 

groundwater (plotted as relative values C/C0 with C0 = 31 mg/L = 0.5 mmol/L). 

Left: pdf of travel time for three selected shape parameter values 𝛼 (2, 5, and 10) 

and mean travel time values 𝜏̅ from 10 to 50 years. Right: reaction curves, Cr, for 

the reference as well as a limited-mineral-availability scenario, and corresponding 

modelled groundwater concentrations, CGW, for a travel time distribution with a 

shape as illustrated in the left column; blue area marks concentrations which may 

be calibrated with reasonable values of 𝛼.  

 

For all data pairs located within this plausibility area, it is possible to exactly fit the 

model by different model parameter settings. Model fits can be achieved for all 

production wells and springs and most of the monitoring wells. All data points 

above the plausibility area indicate either a mismatch with the assumed initial 

nitrate concentration (this is obviously the case where measured nitrate 

concentration is above the average concentration used as model input 

concentration) or less favourable conditions for denitrification (as could be 
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represented in the model deviating other parameters’ values from the base case 

setting). Except for a few monitoring wells where rather low nitrate concentrations 

have been measured at very young apparent groundwater age (see Table 2.1 

and Fig. 2.2), the model sufficiently explains the field observations. The 

simulations indicate that observed nitrate concentrations can be explained by 

microbial denitrification in the fracture alone.  

 

2.4.3. LONG-TERM PREDICTION OF NITRATE FRONT PROPAGATION 

Due to ongoing agricultural practices in the study area, we expect a continuous 

input of nitrate also in the future. Consequently, the nitrate reduction front will 

propagate further downgradient. Figure 2.10 shows how the reaction curve for 

denitrification will develop during the next centuries according to the reference 

scenario model (Fig.2.10 - left). The nitrate reduction front is retarded but does 

not move linear with time. This is in accordance with analytical solutions for 

specific (simplified) cases describing a similar setting, which show that the 

retardation factor increases with the square root of time. A current reduction of 

fertilization would considerably slow down the front propagation (see Fig. 2.10 - 

right for the example of a 50% reduction).  

 

Figure 2.10. Prediction of the nitrate front propagation in the next 800 years from 

today. Left: development of the reaction curve in the fracture assuming the 

concentration of NO3
- application will not change. Right: development of the 

reaction curve in the fracture for a 50% reduction of nitrate input from today 

onwards. 
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2.5. CONCLUSION AND OUTLOOK  

The travel time-based hydrogeochemical model developed in the study is a 

comparably simple but computationally efficient tool to simulate solute transport 

in a fractured aquifer on the catchment scale. Simulation results for the 

Muschelkalk aquifer in the catchment of the river Ammer show that the model is 

able to realistically describe measured nitrate concentrations in groundwater for 

the special properties of the aquifer considered in this work, namely for low 

porosity and small size of the pores of the rock matrix, which restricts bacterial 

activity to the fracture. Though being diffusion-limited, mass transfer of electron 

donors from the matrix to the fracture obviously is sufficient to establish nitrate 

reduction in the fracture large enough to achieve the nitrate decrease over the 

travel time observed in the catchment. Denitrification is driven by redox reactions 

involving pyrite and iron carbonate together, and causes a decrease in pH which 

further enhances release of Fe2+ from siderite dissolving in the rock matrix which 

may be considered as a self-enhancing process. If pyrite and siderite are present 

simultaneously, then an optimum in NO3
- degradation is observed. Diffusive flux 

of the electron donor from the rock matrix to the fracture and the location of the 

oxygen front are the major factors controlling the nitrate reduction. The model 

response on parameter variations has shown that fracture aperture, input 

concentration and porosity are of a high importance for the location and 

propagation of the nitrate reduction front, whereas the duration of system 

preconditioning (assumed time since the last glaciation) is of minor importance. 

All physical and geochemical parameters required to describe nitrate transport in 

fractured aquifers vary in space and can be evaluated in nature only with 

considerable uncertainty. The unknown shape of the location-specific travel time 

distributions adds even more uncertainty. With the simplified model approach 

proposed in this work, this uncertainty can be addressed by stochastic 

simulations. These will extend the findings on the role of individual geochemical 

parameters presented herein. Further work will include also the additional 

consideration of solutes that are subject to other processes, such as sorption and 

radioactive decay. 
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APPENDIX 2. 1. NUMERICAL FLOW AND TRANSPORT MODEL 

The governing equation for flow in the saturated system is: 

 𝑆𝑠
𝜕ℎ

𝜕𝑡
− 𝛻 ∙ (𝑘𝑟𝑎𝐾𝛻ℎ) − 𝑄𝑎 = 0, (A1) 

where Ss is the specific storage coefficient (m-1), h the hydraulic potential (m), 𝜙 the 

porosity (–), t time (s), K the tensor of hydraulic conductivity (m s-1), kra the relative 

permeability (–) and Qa a source/sink-term (s-1).  

The governing equation for the advective- dispersive transport in the fracture and 

diffusive-reactive transport within the rock matrix is: 

 
𝜕

𝜕𝑡
(𝑆𝑎𝑞𝜙𝐶𝑗

𝑐) + 𝛻 ∙ (𝒒𝐶𝑗
𝑐) − 𝛻 ∙ (𝑫 𝛻𝐶𝑗

𝑐) − 𝑄 = 0, (A2) 

where 𝐶𝑗
𝑐 denotes the solute concentration of the jth component in solution(mol l-1), q 

the Darcy flux-vector (m s-1), Q the source/sink term from geochemical reactions (kg 

m-3 s-1). D is the hydrodynamic dispersion tensor (m2 s-1) which for the case of pure 

diffusion reduces to: 

 𝜃𝑎𝑞 𝑫 = 𝐷𝑒 (A3) 

The effective matrix diffusion coefficient 𝐷𝑒 is defined as: 

 𝐷𝑒 =
𝐷𝑎𝑞  𝜀

𝜏𝑓
 (A4) 

where 𝐷𝑎𝑞 is the diffusion coefficient in water (m2 s-1) and 𝜏f is the tortuosity factor (-), 

expressed based on an empirical function of the matrix porosity (Grathwohl, 1998b): 

 𝜏𝑓 = 𝜀−1.2 (A5) 

Thus, the effective diffusion coefficient 𝐷𝑒 becomes: 

 𝐷𝑒 = 𝐷𝑎𝑞  𝜀2.2 (A6) 

Changes of mineral quantities are described by a set of mass conservation 

equations: 

 
𝑑𝜑𝑖

𝑑𝑡
=  𝑉𝑖

𝑚𝑅𝑖
𝑚 𝑖 = 1, 𝑁𝑚 (A7) 
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where 𝜑𝑖 is the volume fraction of the mineral (m3 mineral m-3 porous medium), 𝑉𝑖
𝑚 is 

the molar volume of the mineral i (m3 mineral mol-1), and 𝑅𝑖
𝑚 is the overall dissolution 

rate for the mineral i (mol m-3 porous medium s-1). 

The reaction-driven source/sink term Q for component i is computed from the sum of 

contributions of reaction rates Rj (kg m-3 s-1) in the aqueous phase solution and 

mineral dissolution/precipitation:  

 𝑄𝑖 = 𝜃𝑎𝑞 ∑𝑅𝑗𝜈𝑖.𝑗

𝑖∈𝑁

 𝑁 ∈ ℕ (A8) 

where 𝜈i,j is the stoichiometric coefficient of component i in reaction j. 

The overall reaction rate, 𝑅𝑗 of surface-controlled mineral dissolution/precipitation 

used for dissolution/precipitation of calcite, gypsum, siderite, ferrihydrite and goethite 

is: 

 𝑅𝑗 = −𝑘𝑒𝑓𝑓,𝑗 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞,𝑗
) (A9) 

where 𝑘𝑒𝑓𝑓,𝑗 and 𝐾𝑒𝑞,𝑗  refer to the effective rate constant (mol m-3 s-1) and the 

equilibrium constant for reactive species 𝑗, and IAP is the ion activity product. 

The shrinking core model is applied for pyrite oxidation by O2 in the rock matrix. The 

model assumes that dissolution is controlled by the diffusive flux through a non-

reactive coating (Mayer et al., 2015). The radius of the dissolving crystals is getting 

smaller during the process while the non-reactive coating gets thicker. Specific 

effective reactions rates for pyrite oxidation by O2 are computed as follows: 

 
𝑅𝑝𝑦−𝑂2(𝑎𝑞) = −103 ∙ 𝑆𝑝𝑦 ∙ 𝐷𝑝𝑦,𝑂2(𝑎𝑞) ∙

𝑟𝑝𝑦
𝑝

(𝑟𝑝𝑦
𝑝 − 𝑟𝑝𝑦

𝑟 )𝑟𝑝𝑦
𝑟

∙
𝐶𝑂2

𝑣𝑝𝑦−𝑂2(𝑎𝑞),𝑂2(𝑎𝑞)
 (A10) 

where rpy
p (m) and rpy

r (m) are the initial and unreacted particle radii. Spy (m2 m-3) 

refers to the reactive surface area scaling factor. 𝐷𝑝𝑦,𝑂2(𝑎𝑞) (m
2 s-1) denotes the intra-

particle diffusion coefficient of solute in water, and 𝑣𝑝𝑦−𝑂2(𝑎𝑞),𝑂2(𝑎𝑞) denotes the 

stoichiometric coefficient of pyrite oxidation by O2.  
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Due to various mineral precipitation and dissolution reactions, the porosity of the rock 

matrix might be altered. In MIN3P, the porosity is updated after each time step based 

on the mineral mass balance: 

 

𝜙𝑡+∆𝑡 = 𝜙𝑡 − ∑(𝜑𝑖
𝑡+∆𝑡 − 𝜑𝑖

𝑡)

𝑁𝑚

𝑖=1

 (A11) 

where 𝜙 t+∆t (–) and 𝜙 t (–) are the porosities at times t+∆t and t. In accordance, φi
 t+∆t 

(–) and φi
 t (–) refer to the volume fractions of reactive mineral i at times t+∆t and t. 

Nm (–) denotes the total number of reactive minerals. 
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3. ENHANCING RELIABILITY OF ESTIMATED TRAVEL TIME 

DISTRIBUTIONS USING MULTI-ISOTOPE MODELS 

OPTIMISATION 

Abstract 

Quantification of the travel time distribution in fractured aquifers is typically non-

unique and exhibits high parametric uncertainty. Knowledge of the travel time 

distribution, however, is crucial for predicting reactive contaminant transport in the 

fracture system. In this work we aim to reduce the uncertainty in estimation of mean 

travel time, and the shape parameter of the travel time distribution by means of 

multiobjective optimization. We treat fracture aperture, matrix porosity and solute 

specific diffusion coefficients as unknown parameters, and concentration 

measurement at each location as objective function. For pre-selection of potentially 

plausible model runs Gaussian Processes Emulation was applied within the four-

parametric space. Transport parameters are estimated stochastically by combining 

direct modelling of the groundwater ages with the multitracer approach. We confirm 

the hypothesis that using tritium and helium, and for older groundwater 39Ar  isotopes 

together with radiogenic helium measurements, allows reducing the uncertainty in the 

travel time distribution, fracture aperture and porosity estimates. In the work, we 

show that including additional tracers in calibration strategy helps to exclude the 

bimodality of the mean groundwater age estimates in fractured rocks with matrix 

diffusion.  

 

  

* Reproduced from: Elena Petrova, Karsten Osenbrück, Werner Aeschbach, Jürgen Sültenfuß, Uli 

Mayer, Peter Grathwohl, Michael Finkel. Enhancing Reliability of Estimated travel time 

distributions using multi-isotope model optimisation (2023). Paper in preparation. 
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3.1. INTRODUCTION 

Groundwater travel time distribution is a crucial prerequisite for quantitative 

characterisation of the reactive transport in aquifers. It defines the fate of solutes 

originating from different sources. Knowing the travel time distributions thus allows 

quantifying and predicting the solute evolution in the aquifer. Travel time is defined as 

the time a particle needs to travel from the inlet boundary to the observation point 

(Sanz-Prat et al., 2016). Any observation point that is reached by more than one flow 

paths is capturing the distribution of travel times resulting in the probability density 

function (PDF) (Cirpka and Kitanidis, 2000; Dagan and Cvetkovic, 1996). Reactive 

transport processes contributing to the distribution of travel times such as local 

dispersion, mass transfer between mobile and immobile phases, sorption and 

hydrodynamic instability (Luo and Cirpka, 2008) are described individually within 

each streamtube.  

 The travel time concept is widely used in conservative and reactive transport 

problems for porous (Dagan and Nguyen, 1989; Atchley et al., 2013; Finkel et al., 

2016; Sanz-Prat et al., 2015) and fractured aquifers (Cvetkovic et al., 1999). A travel 

time-based model requires conceptualization and quantification of solute’s reactive 

behaviour within a flow path, and the estimation of the travel time distribution at a 

given location. While reactive transport may be described based on conceptual 

models and tracer-specific reactive performance, travel time distribution can’t be 

measured directly even when a parametric PDF is considered (Cirpka and Kitanidis, 

2000; McGuire and McDonnell, 2006). That is why the travel time distribution is 

typically inferred by solving the inverse of the convolution integral (Cirpka and 

Kitanidis, 2000) from measurements of natural tracers (e.g. Gardner et al., 2016), 

solute- and heat tracer tests (e.g. Cox et al., 2007), and/or electrical conductivity 

(Cirpka et al., 2007). One of the most commonly used tracers for analytical travel 

time estimates are isotopes and biogeochemical tracers (Castro et al., 2000; 

Schlosser et al., 1988; Sterte et al., 2020; Trinchero et al., 2019). Solving this inverse 

problem is directly related to the quality and quantity of available concentration 

measurements, the underlying assumptions about the reactive behaviour, model 

complexity, and quality of the measured model parameters.  

In fractured rock systems, the estimation of travel time includes additional processes 

such as component-specific mass exchange between fractures and the rock matrix 
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(LaBolle, et al., 2006; Neumann, et al., 2008). Mass exchange between these two 

media is described with dual porosity or multiple interacting continua models (Molins 

et al., 2019). To account for these processes, Goode (1996) suggested using direct 

modelling of the groundwater age tracers which includes diffusion-reaction processes 

and travel time distribution. The approach proposed by Goode involves considering 

measured concentration as convolution of the solute’s concentration profile with 

travel time distribution. 

Conceptualisation of the fractured system is done according to the available and 

often incomplete hydrogeological information and creates parametric and conceptual 

uncertainty (Cvetkovic and Frampton, 2010; Cvetkovic et al., 2016). On a Darcy 

scale, reactive transport in the fractured rocks is often conceptualised by combination 

of fast advective flow in fractures and slow diffusive exchange with the rock matrix 

(MacQuarrie et al., 2010). Dominant transport features are fracture aperture, matrix 

porosity, solute diffusion coefficients and sorption (Meng et al., 2018; Tang et al., 

1981; Sidborn and Neretnieks, 2007). Parameterization of reactive transport in 

fractured rocks may be done by combining field observations with laboratory 

experiments and geological data.  

On the catchment scale the key issue is availability and reliability of the data. A 

reactive transport model generally involves parametric and measurement uncertainty, 

and is limited to spatio-temporal variability of parameters on the studied scale.  

Measurement uncertainty originates from the analytical precision and sampling 

conditions (Visser et al., 2014), and is basically included in any measured parameter 

value. Therefore, calibration as a task to fit observed concentrations with the 

parametric model often results in non-uniqueness of a solution: measured data may 

be explained by a series of likely parameter combinations equally well fitting to the 

observed value.  

A favourable way to characterise reactive transport and to account for the parametric 

uncertainty is to perform stochastic model realisations (e.g. see debates: Cirpka and 

Valocchi, 2016). Stochastic optimisation methods like gradient descent or Marcov 

Chain Monte Carlo typically confront the bottleneck of computationally demanding 

reactive transport models (Atchley et al., 2013; Loschko et al., 2016). For this reason 

surrogate models were developed as an attractive and comparably easy to 

implement tool which allows extensive access to preliminary model predictions 
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(Owen et al., 2017; Rajabi and Ketabchi, 2017). Gaussian processes emulation 

(GPE) as a subclass of surrogate models have been profitably serving in initial 

evaluation of computationally demanding models (Asher et al., 2015; Laloy and 

Jacques, 2019; Erdal et al., 2020). Under condition of a high computational cost of a 

single reactive transport model run and potentially big amount of ineffective model 

runs, GPE has been employed for the pre-selection of the suitable parameter 

combinations (Erdal and Cirpka, 2019; Rajabi and Ketabchi, 2017) which would lead 

to a low discrepancy between the model outcome and the measurement.  Multiple 

tracers approach has been employed widely to further reduce the uncertainty of the 

posterior parameter distribution (e.g., Abbott et al., 2016; Gardner et al., 2016; 

Wersin et al., 2008; Widory et al., 2004). The optimal results are reached when no 

additional uncertainty is introduced when considering new components: for example, 

when all models describing the tracers’ behaviour are based on the same parameter 

set.  

The overarching goal of this work was to  quantify groundwater travel time distribution 

and the main transport parameters of the fractured limestone aquifer Muschelkalk in 

SW Germany. The aim was to reduce parametric uncertainty by applying stochastic 

multiobjective optimization to different solute measurements which reactive functions 

are described through the same parameter set. For this purpose four isotope 

measurements (3H, 3He, 4He and Ar39) were used for stochastic calibration in each of 

the sampling locations across the catchment. In order to compare the results, 

stochastic calibration was performed based on measurements of a single solute 

(mono-objective optimization), as well as based on measurements of all solutes 

together (multi-objective optimization). We used the process-based modelling of the 

isotope transport to account for the effect of the diffusive mass transfer between rock 

matrix and fracture (Neumann et al., 2008). The direct model of 3H and 3He reactive 

transport in the single fracture was set up numerically using MIN3P code (Su et al., 

2017). For the 4He and Ar39 measurements, analytical solutions (Tang, Frind and 

Sudicky, 1981; Trinchero et al., 2019a) were applied to obtain concentration profile 

along the fracture. 

Concentration profiles were then used for the convolution with a two-parametric γ-

shaped travel time distribution to obtain a concentration at the given location. 

Following this procedure, four parameters: fracture aperture, matrix porosity, mean 
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travel time, and the shape parameter of travel time PDF, were optimized 

stochastically by matching with the concentration measurements. Resulting 

ensembles of location-specific posterior parameter distributions were compared for 

single- and multiobjective optimisation in all locations in the fractured limestone 

aquifer with the focus on uncertainty reduction, facies-specific characterisation of the 

groundwater capturing zones, and precise evaluation of the mean travel time under 

parametric uncertainty. 

 3.2. MATERIALS AND METHODS 

3.2.1. STUDY SITE  

The Upper Muschelkalk is a fractured carbonate locally karstified aquifer that 

comprises an important drinking water reservoir of SW Germany. It consists of 

limestone and dolomites which comprise shoal, tempestite, and basinal rock facies 

(Palermo et al., 2010; Schauer et al., 1997) with porosity of 0.15-0.3, 0.005-0.1, and 

0.005-0.05 correspondingly (Osenbrück et al., 2021). The sedimentary system in the 

Upper Muschelkalk was affected by extensive fracturing during the rifting of the 

Atlantic in the Jurassic-Early Cretaceous and the subsidence of the Upper Rhine 

Graben rift in late Eocene-Quaternary (Ring and Bolhar 2020). Additionally, a series 

of horizontal and lateral displacements exist in the area (D’Affonseca et al., 2020), 

producing a series of fractures with the range of apertures derived from the cubic law 

1 10-4 – 1 10-3 m (Petrova et al., 2022). The catchment of the Ammer River originates 

in the Ammer Springs areas, takes a south-east direction till the city of Tübingen and 

has  a total length of around 22.5 km. 

3.2.2. GROUNDWATER SAMPLING 

Groundwater samples for the analysis of tritium, and helium and neon isotopes (3He, 

4He, 20Ne, 22Ne) were taken in several sampling campaigns (2011/2012 at production 

wells and karstic springs; 2014 at monitoring wells; and 2017/2018 at all available 

groundwater sites)**. Sampling locations were selected to be broadly distributed 

across the Ammer catchment (Appendix 3.3).  

Submersible pumps were used for sampling the monitoring wells (diameters of 10.2 

and 12.7 cm) with pumping rates between 0.01 and 0.20 L/s. Samples were taken 

after exchanging the water volume inside the well at least 1.5 times. At the drinking 

water wells, water samples were collected from a tap at the borehole head during 

** All samples described hereafter were taken and analyzed within CAMPOS project under 

supervision of Dr. Karsten Osenbrück and were provided for this piece of research solely for 

modelling purpose. 
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water extraction with 10 to 50 L/s as provided by the installed production pumps. 

Groundwater samples from the artesian well were either taken from the artesian 

outflow or by using a submersible pump when the pressure head dropped below the 

well top during the summer season. Water samples from the karstic Ammer springs 

were collected as grab samples for tritium or using passive diffusion samplers 

(Gardner and Solomon, 2009) placed into the natural spring for He and Ne isotopes. 

Prior to each sampling, dissolved oxygen, pH, water temperature, and specific 

electrical conductivity were measured in the field using handheld probes (WTW 

GmbH) inserted into a flow-through cell, which was directly connected to the pump or 

borehole head.  

Water samples for tritium analysis were collected in 500 mL plastic bottles. 

Groundwater samples for noble gas analysis were taken in duplicate in copper tubes 

(about 40 ml volume) sealed by stainless steel clamps to provide reliable and durable 

isolation from the atmosphere. During sampling, any contamination due to contact 

with the atmosphere was prevented by ensuring a gas-tight connection by flexible 

tubing between the wells and the sample containers. The entire setup was well-

flushed and inspected to remove any gas bubbles. Due to the relatively low pumping 

rates, the build-up of gas bubbles due to degassing could not be prevented at some 

of the monitoring wells. Duplicate groundwater samples for the analysis of 39Ar were 

collected at the drinking water well TBBrhz in February 2020 in pre-evacuated, gas-

tight, 5 L stainless steel containers, which were directly connected to the borehole 

head.  

 3.2.2.1. TRITIUM AND HELIUM ISOTOPE ANALYSES 

Helium and neon isotopes were measured at the Bremen Mass Spectrometric Facility 

following the methods described by Sültenfuß et al. (2004). After extraction of the 

dissolved gases in the laboratory, the Ne and He isotopes were purified in a two-level 

cryosystem at 25 and 14 K. 4He, 20Ne, and 22Ne were measured with a quadrupole 

mass spectrometer (Balzer QMG112A). After separation from Ne, 3He, and 4He were 

analyzed with a high-resolution sector field mass spectrometer (MAP 215-50). 

Typical precision for He and Ne concentration is better than 1%, for 3He/4He ratios 

better than 0.5%.  

Tritium was analyzed with the 3He-ingrowth method (Sültenfuß et al., 2004). The 

water samples were degassed and stored for 3He accumulation in dedicated He-free 
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glass bulbs. After a storage period of 2–6 months, tritiogenic 3He was analyzed with 

the mass spectrometric system with a detection limit of 0.01 TU (tritium unit). The 

uncertainty is typically less than 3% for samples of >1 TU and 0.01 TU for very low 

concentrations. 

3.2.2.2. ARGON-39 ANALYSES 

A single measurement of 39Ar was done in the location Breitenholz with the 

potentially oldest water (D’Affonseca et al., 2020). After gas extraction of the water 

samples in the laboratory, 39Ar was measured using the atom trap trace analysis 

facility (ArTTA) at the University of Heidelberg (Ritterbusch et al. 2014; Feng et al. 

2019). For argon purification, the extracted gas was transferred to a 900 °C titanium 

sponge getter. A second titanium sponge getter at room temperature was used to 

adsorb hydrogen, and the remaining gas fraction, consisting of >99% argon, was 

captured on a charcoal trap and transported to the ArTTA setup (Feng et al. 2019). In 

the ultrahigh vacuum of the ArTTA, the purified Ar gas is converted to metastable 

argon (Ar*) in an RF-discharge source for laser cooling. Liquid nitrogen cooling is 

applied to reduce the initial velocity of the atoms. The flux into the small detection 

region is provided by two transversal laser cooling stages, which collect the divergent 

atoms from the effusive source and collimate them into a compressed beam. 

Subsequently, the longitudinal velocity is reduced from thermal velocities to a few 

meters per second by a Zeeman slower. Single 39Ar atoms are finally captured and 

detected in a magnetooptical trap, guaranteeing perfect selectivity by millions of 

resonant photon scattering processes in a spatially confined region. The gas 

collected from several turbomolecular pumps maintaining the ultrahigh vacuum is 

cleaned with a non-evaporative getter and restored to enable full recycling of the 

sample. With this procedure, the required sample size is as low as 0.5 mL STP. Each 

sample is framed by at least two reference measurements using an artificial sample 

with 10 times enriched 39Ar compared with modern concentration. To infer the 

sample concentration from the number of atoms detected, long-term memory effects 

are determined by background measurements with 39Ar-free samples. A Bayesian 

analysis is used to obtain the probability density function for the sample 

concentration. Concentrations of 39Ar/Ar are reported as pmAr (%-modern argon) 

representing the ratio of the counting rates (atoms/h) of the sample and the 

atmosphere. 
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3.2.2.3. SEPARATION OF HELIUM COMPONENTS 

The 3He dissolved in groundwater is usually composed of different sources that must 

be separated to determine tritiogenic helium (3Hetri) (Schlosser et al. 1988; Solomon 

and Cook, 2000). The concentration of 3He and 4He measured in groundwater is the 

sum of atmospheric helium, helium from excess air, and radiogenic helium. 

Atmospheric He isotopes have been calculated using Henry’s law for the temperature 

(10.5 ± 1.0°C) at the water table and the altitude (500 ± 50 m) of recharge area 

(salinity can be neglected) and the 3He/4He ratio of atmospheric air of 1.384 10-6. 

Excess air, which is introduced into groundwater during recharge (Heaton and Vogel, 

1981; Aeschbach-Hertig et al., 1999) was estimated from the difference of measured 

and expected 20Ne concentrations assuming a closed equilibrium with atmospheric 

air (CE model; Aeschbach-Hertig et al., 2000) and a fractionation factor F of 0.4 ± 

0.2, which is close to the median value reported by Aeschbach-Hertig et al. (2002) for 

different aquifers. Radiogenic helium from the decay of U and Th series elements in 

the subsurface was determined assuming a 3He/4He ratio of 2 ± 1 10-8, which is 

consistent with average 3He/4He ratios in deep groundwater of similar Triassic rock 

formations (Osenbrück et al., 1998). Although measured Ne concentrations were 

usually higher than expected atmospheric Ne concentrations, the component 

separation resulted in negative values of radiogenic He for some of the monitoring 

wells, which was attributed to slight degassing during sampling. For these samples, 

an equilibrium degassing model (Visser et al., 2007; Aeschbach-Hertig et al., 2008) 

was applied to correct the tritiogenic helium concentrations until all calculated He 

components became positive. The radiogenic 4He concentrations of these samples 

were not used for the travel-time optimizations. 

3.2.2.4. TRITIUM INPUT FUNCTION 

The input function of tritium was constructed by calculating annual weighted means 

from the long-term tritium measured in rainfall at the precipitation monitoring station 

in Stuttgart (Schmidt et al. 2020), which is part of the GNIP network (Global Network 

of Isotopes in Precipitation) of the International Atomic Energy Agency (IAEA). For 

the period from 1953-1960 and 1968-1970 (no data in Stuttgart) yearly tritium 

concentrations were determined from the correlation between tritium in precipitation 

in GNIP stations Stuttgart and Ottawa (Canada). Monthly tritium concentrations were 

converted to yearly averages using the fraction of precipitation contributing to 
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groundwater recharge. The fraction contributing to groundwater recharge was 

calculated using the alpha value introduced by Grabczak et al. (1984), where alpha is 

the contributing fraction of precipitation during the summer season divided by that of 

the winter season. An alpha value of 0.53 was derived from stable isotopes of water 

in precipitation of the station Stuttgart (Stumpp et al. 2014) and measured time series 

data from the karstic Ammer spring. The resulting input function of the tritium 

(Fig.3.1) was applied on a yearly-step basis in the MIN3P model of the tritium and 

helium transport in the fracture (Appendix 3.2). 

 

Figure 3.1. Input function of tritium in the Muschelkalk aquifer, Stuttgart meteostation 

(Fuenfgeld, 2020) 

3.3. MODELLING APPROACH 

3.3.1. CONCEPTUAL CONSIDERATIONS 

Concentration of a tracer at any sampling location CGW in the fractured aquifer is a 

result of convolution of (i) the concentration in the fracture Cr at a certain time 𝑡 and 

travel distance 𝜏 defined for a specific parameter set 𝑝𝑎𝑟, and (ii) the probability 

density function of the travel times 𝑃𝐷𝐹 (Cirpka and Kitanidis, 2000). For a 

parametric PDF described by a γ-distribution for a given mean travel time 𝜏̅ and a 

shape parameter 𝛼: 

𝐶𝐺𝑊(𝑡, 𝜏̅) = ∫ 𝐶𝑟(𝑡, 𝜏, 𝑝𝑎𝑟) 𝑃𝐷𝐹(𝜏, 𝛼, 𝜏̅)𝑑𝜏
∞

0
 (3.1) 
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A 2D illustration of the concept is shown on fig. 3.2. Flow paths (fractures) with 

different travel times mix in a given sampling location which results in averaging of 

individual travel times and corresponding concentrations. 

 

Figure 3.2 Schematic representation of the modelling concept: blue and red lines 

denote streamlines with faster and slower water, respectively; colored dots represent 

the stage of the breakthrough curve at the sampled streamline. Concentration in the 

sampling location CGW is thus a result of the flow paths mixing. 

 

This implies that any measured concentration of a solute represents the 

abovementioned convolution integral. To match the concentration via the reactive 

transport model, a set of corresponding parameters in eq.3.1 has to be calibrated to 

provide a corresponding modelled concentration. For an arbitrary reactive behaviour, 

this calibration leads to minimizing the error between measured and observed 

concentration of the component through varying reactive function parameters, mean 

travel time, and the shape parameter of the travel time distribution. Noticeably, the 

calibration task depends on more than one parameter and will likely result in the 

ensemble of parameter combinations satisfying the minimum error. To account for 

the measurement uncertainty we introduce a safety margin which corresponds to the 

confidence interval for every measurement, and minimize the normalized deviation 

between the model and observation: 
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𝐸𝑖 =
|𝐶𝑜𝑏𝑠 − 𝐶𝑚𝑜𝑑|

3𝜎𝑖
 

(3.2) 

where σ denotes the 99% confidence interval of the measurement error. For a set of 

observations, the total error to minimize is defined through the maximum of the errors 

within a location (Hawkins, 1945):  

𝐸𝑡 = 𝑚𝑎𝑥(𝐸𝑖) <1  (3.3) 

 3.3.2. STOCHASTIC MODEL FORMULATION 

Minimization (eq. 3.3) was done in a stochastic way with the help of surrogate 

modelling following the GPE “on-the-fly” approach (Erdal et al., 2020) by sampling 

the model within possible ranges of calibration parameters. Every parameter may 

vary within ranges of magnitudes. The mathematical formulation of the GPE “on-the-

fly” is described in detail in Erdal et al. (2020). Briefly, a surrogate model provides an 

initial idea of the output within the parameter space using only a few model 

evaluations and helps to improve the sampling scheme. Then, only favourable 

unique parameter combinations are sampled to obtain an ensemble of a defined size. 

In our case, we use the GPE for selecting an ensemble of parameter combinations 

that have the potential to satisfy the acceptance criteria (eq. 1). 

The following sampling scheme was applied for each sampling location: 

1) Sample a uniform prior of the Latin Hypercube to draw n parameter sets. For a 

single model case, n = 500, for a multiobjective optimization n = 900. 

2) Train the GPE based on Ei or Et for the response of a single model or multiple 

models accordingly. 

3) Based on the GPE results, compute the probability of satisfying the condition 

(eq.3.3) in 10000 random locations in the parametric space. Select points with the 

highest probability. The probability threshold criteria changed during the calibration 

depending on the initial and posterior quality of the GPE from 0.2 to 0.9. 

4) For the selected points, run the full model, and add to the ensemble those 

model outcomes that satisfy (eq.3.3). 

Steps 2 – 4 are repeated until the ensemble is filled with the successful model runs. 

Parameter distributions for every location were compared for the case of a single 

model calibration and calibration of all the models together (multi-objective). To 

account for the measurement uncertainty, each member of the posterior parameter 
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distribution is considered to be equally good (Fig.3.3), meaning no ranking within the 

parameter distributions satisfying eq.3.3 was done. Calibration was completed for 

each sampling location individually.  

 

Fig.3.3. Schematic representation of the GPE-based sampling in a two-dimensional 

parameter space. 

 

Firstly, posterior parameter ensembles were obtained for the 3H and 3He model, and 

4He and 39Ar models separately. An average burn-in phase was defined as the 

number of model runs needed to obtain a stable GPE predicting varied between 300 

and 4000 model evaluations. Tritium and helium measurements were available in 30 

locations, while additional radiogenic helium measurements were available in 13 of 

them (Appendix 3.3). For the 3H and He measurements, all available measurements 

within one location were considered together within the minimax algorithm (eq. 3.3). 

To explore the effect of including multiple components, optimization was performed 

using all available measurements of all models within one location.  

3.3.3. MODELS AND TRACERS 

For every reaction function, we consider a single fracture model with constant 

effective fracture aperture and matrix porosity along the streamline with solely 

advective flow in the fracture and diffusive exchange with the rock matrix.  
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Tritium and helium. Tritium 3H is a radioactive isotope of hydrogen with a half-life of 

12.43 years which was massively released in the atmosphere by the nuclear tests in 

160-170s (UNSCEAR, 2016). The low background tritium emission of 0.15-0.2 a-1 in 

comparison to the loads of during the nuclear tests 650 kg a-1 makes is attractive 

groundwater age tracer. Helium as a product of tritium decay is commonly measured 

and used together with tritium concentration to obtain the groundwater age. Specifics 

of the tritium and helium groundwater dating in fractured media are discussed and in 

Appendix 3.2. 

Radiogenic helium. Radiogenic helium is one of the naturally occurring stable 

isotopes commonly used for groundwater dating (Osenbrück et al., 1998; Castro et 

al., 2000). It evolves in the rock matrix by alpha decay of uranium and thorium 

(Solomon, 2000) and diffuses to the fracture. The production rate of helium under 

standard temperature and pressure conditions is (Castro et al., 2000): 

𝐺(4𝐻𝑒) =
(1−𝜀)𝜌

𝜀
(1.207 ∙ 10−13[𝑈] + 2.867 ∙ 10−14[𝑇ℎ]) [cm3 STPg-1

rock yr-1]  (3.4) 

where ε and ρ denote the porosity and the bulk density of the rock and [𝑈] and [𝑇ℎ] 

are concentrations of uranium and thorium in the rock, respectively. Concentrations 

of uranium and thorium in limestones are [U] = 2.2 ppm [Th] = 4.3 ppm (Grigoriev, 

2009). Trinchero et al. (2019) provide an analytical solution for the steady-state 4He 

transport in the fracture: 

𝑐𝑓 =
𝑡𝑤(𝐿)𝐺 𝜀

𝑎
(

𝑥

𝐿
+ 

(𝑒𝑥𝑝 (−𝑣 𝐿)  − 𝑒𝑥𝑝 (𝑣 𝐿 (
𝑥
𝐿 − 1)) )

𝑣 𝐿
) (3.5) 

where x, L, a, ε, tw, and G denote distance along the fracture, total fracture length, 

fracture half aperture, matrix porosity, groundwater age at the fracture outlet, and 4He 

bulk production rate in matrix. As follows from the solution (eq.3.5) provides 4He 

concentration is monotonically increasing along the streamline (Fig. 3.4). Reactive 

curve Cr of 4He was used to obtain the concentration in a location as a result of the 

convolution integral (eq. 3.1). 
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Figure 3.4. Example of the radiogenic helium concentration profile in the fracture 

(from the eq. 3.5). 

 

Argon-39. Ar-39 is produced by interaction of cosmic rays with the atmosphere. The 

current atmospheric ratio of Ar-39/Ar equals 100 %-modern Argon (or 100 pmAr) = 

180 Bq/L. Ar-39 has a half-life of 296 years. Reactive 39Ar transport in the fracture is 

described by the analytical solution of Tang et al. (1981): 

𝐶

𝐶0
= 0.5 𝑒𝑥𝑝 (− 

𝜆 ∙ 𝑧

𝑣
) ∙ [𝑒𝑥𝑝 (−

𝑧 ∙ 𝜆
1
2

𝑣 ∙ 𝐴
)𝑒𝑟𝑓𝑐 (

𝑧

2 ∙ 𝑣 ∙ 𝐴 ∙ 𝑇′
− 𝜆

1
2𝑇′) 

+  𝑒𝑥𝑝 (
𝑧 ∙ 𝜆

1
2

𝑣 ∙ 𝐴
) 𝑒𝑟𝑓𝑐 (

𝑧

2 ∙ 𝑣 ∙ 𝐴 ∙ 𝑇′
+ 𝜆

1
2𝑇′) ] 

(3.6) 

𝜆 =𝑙𝑛 (2) /296  years (3.7) 

𝑇′ = (𝑡 −
𝑧

𝑣
)1/2 (3.8) 

𝐴 =
𝑎

𝜀 (𝐷′)1/2
 (3.9) 

𝐷′ = 𝜏 𝐷∗ (3.10) 

where 𝑣 [L T-1], 𝑎 [L], 𝐷′ [L2 T-1], 𝜀 [-],𝜏 [-] , 𝐷∗ [L2 T-1] denote the groundwater velocity 

in the fracture, half-aperture of the fracture, effective diffusion coefficient, matrix 

porosity, tortuosity of the matrix pores, and molecular diffusion coefficient in water 

accordingly. 
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3.4. RESULTS AND DISCUSSION 

 

The resulting location-specific modal values of the mean travel time are depicted in 

figures 3.5-3.6. The mean travel time values of the Muschelkalk aquifer are filling the 

interval of 0-62 years. Most of the locations reflect the travel time of 10-30 years with 

only a few outliers to younger and older values. The youngest travel time is captured 

by karstic Ammer spring Amq, Arteser Altingen (exploration well), and TB Altingen 3 

(production well). The oldest travel times are captured by monitoring wells in 

Breitenholz and Golfplatz Bondorf. These travel times estimates are consistent with 

the data analysis results from the previous study (Osenbrück et al., 2021, Visser et 

al., 2021) and the overall idea of the aquifer functioning (D’Affonseca et al., 2020). 

 Confirming theoretical considerations and the previous work of Neumann et al 

(2008), mean travel times derived from the stochastic modelling results deviate from 

analytically estimated (Fig. 3.5). In most of the cases, the mean travel time estimated 

from the modelling is exceeding the analytically estimated value. The least deviating 

are mean travel time values of around 20 years, and the oldest (up to 60 years) and 

youngest (0-10 years) travel times are most different from the analytical estimates. At 

the same time, the difference between analytically computed value and the one 

derived from the model is irregular; meaning no clear trend or pattern could be seen.  

 

Figure 3.5. Mean travel times estimated through the modelling of the groundwater 

age tracers 𝜏𝑚 vs. analytical travel time estimates 𝜏𝑎; black line corresponds to 1:1 

ratio. 
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Posterior distributions of the location-specific mean travel time, shape parameter of 

the gamma PDF, fracture apertures, and porosity are provided in the S.M.6. Travel 

times of 1-40 years (figure 3.6, left) are in good agreement with the general 

understanding of the aquifer structure (D’Affonseca et al. 2020). Posterior mean 

travel times within the multiobjective optimization are typically close to those obtained 

through 3H/He modelling with two outliers in locations ArtA and TbAlt3. At the same 

time, accounting for 4He as an additional tracer allowed to decrease the standard 

deviation of the mean travel time by up to 2-5 times (Fig.3.6 right). 

While estimates of the 4He always provide wide ranges of the mean travel times and 

other transport parameters, the tritium-helium dating often results in narrower ranges 

of the mean travel times. This may have to do with the fact that the tritium-helium 

model includes in fact two semi-independent measurements – tritium and helium, the 

reactive behaviour of both should match to calibrate the model. Secondly, for this 

model often more than a single measurement was available, resulting in quasi time-

series (Appendix 3.3). The resulting mean travel time obtained via calibration of only 

tritium and helium is different from the case when an additional model of 4He 

production and transport is considered (Fig.3.6 left, S.M.5). Although the posterior 

distribution of parameters obtained within 4He model is quite wide, common 

combination of aperture, porosity, mean travel time and the shape parameter of the 

γ-PDF does help to tighten the posterior the mean travel time in most of the locations 

(Fig. 3.6).  

The results of multiobjective optimization and the width of parameter ranges vary at 

every location (S.M.3-6). In 10 out of 13 locations optimization ends with quite a 

narrow range of possible mean travel time with a confidence interval of less than 5 

years. In two locations, however, TBAlt3 and Möz3, mean travel time can only be 

estimated with a confidence interval of 15 years. Whereas in Möz3 only a single 

measurement was available, the TBAlt3 location was sampled three times in 2004, 

2011, and 2018.  

Therefore, the assumption that more measurements would improve the calibration 

results cannot be directly confirmed from this experiment. To improve the mean travel 

time estimates, additional information about aquifer properties would be beneficial. 

For example, more narrow ranges of other parameters (aperture, porosity, shape 
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parameter of the travel time distribution) or even better, reduction of the problem 

dimensionality would lead to a precise calibration.  

 

Figure 3.6. Effect of the multiobjective optimisation. Left: comparison between mean 

𝜏 obtained through the single model the 3He/He and two models together 3H/He 

+4He. Right: Comparison of standart deviations for the single model the 3He/He and 

two models together 3H/He +4He. 

 

The uncertainty reduction potential is more pronounced with the higher concentration 

of the measured 4He. No significant uncertainty reduction was gained in locations 

with the lowest concentrations (Möz3-4, Sul 4, Has 3A-4) due to higher relative 

confidence intervals and a broad range of possibly fitting parameters. The reaction 

curve of radiogenic helium is to a large extent linear (Fig. 3.4) with the upper 

concentration limit of 1 10-6(cm³STPg-1yr-1) defined by parameter ranges. That means 

lower concentrations are generally more likely to appear.  

Breitenholz location is worth mentioning separately, as a very special measurement 

of 39Ar was available there. Preliminary geological and hydrogeological studies 
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suggested that the Breitenholz well was capturing the oldest water among all 

locations. The modelling results of the tritium-helium model show a three-peaked 

travel time histogram with the possible travel time values of 0-60 years meaning that 

more data are necessary to estimate the mean travel time successfully. At the same 

time, low tritium and high helium concentrations in the groundwater allow for 

narrowing down the estimation of aperture and porosity: apertures are less than 1 

mm and porosity is less than 10 %. The concentration profile of the additional tracer 

39Ar in the fracture is different from the tritium and helium. As could be seen from Fig. 

3.7, matching its concentration to the measurement in addition to the calibration of 

tritium and helium models is leading to a much narrower possible mean travel time 

interval of 60±3 years. 

  

Figure 3.7. Left: Posterior parameter distributions after tritium and helium model. 

Right: Posterior parameter distributions after including 4He and 39Ar data. 

 

The acquired location-specific ranges of parameters exhibit substantial variability 

across all locations (S.M.4). Majority of locations except Poltringen and Bondorf 

demonstrate lower porosity values, typically less than 5%, indicative of a micritic 

limestone. Calibration results in Sul. 3 and 4 were insensitive to the porosity changes 

reflecting unchanged posterior distribution. In most locations except AmQ, Möz3, and 

ArtA effective apertures are anticipated to be on a millimeter scale. The fracture 

aperture is a parameter which varies within three orders of magnitude and at the 

same time is highly important for reactive transport (for details please see Chapter 4). 

Therefore, narrowing down the range of possible aperture values would enhance the 

calibration quality. 
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In addressing the challenge of uncertain spatial parameter variations, a key 

inquiry is how to reduce the model complexity. Considering the variability of the 

aperture and porosity within one location as well as within the catchment, would it be 

possible to describe the aquifer with a single value of effective aperture and porosity? 

Posterior distributions of aperture and porosity were analysed to assess the 

hypothesis that all locations within the catchment could be described within the 

catchment-scale effective values.  

The ranges of aperture and porosity were split into 10 intervals each. For each 

combination of aperture ai and porosity εj intervals, a probability P that at least one 

combination of aperture and porosity for every location is falling in this interval was 

computed: 

𝑃𝑖,𝑗 =
∑𝑎𝑛𝑦(𝑎∈𝑎𝑖 𝑎𝑛𝑑 𝜀∈𝜀𝑗)

𝑛
        (3.11) 

Where n,𝑎𝑖 = [𝑎𝑖𝑚𝑖𝑛, 𝑎𝑖𝑚𝑎𝑥], 𝜀𝑗 = [𝜀𝑗𝑚𝑖𝑛, 𝜀𝑗𝑚𝑎𝑥], 𝑎, 𝜀 denote to the amount of 

locations, intervals, and ensembles of parameter combinations. 

 

Figure 3.8. Probability that a parameter combination of aperture and porosity covers 

all sampled locations and can be used as an effective value; please mind the 

logarithmic scale of the axes. 

 

The probability values computed this way are depicted in Fig. 3.8. No single 

parameter combination covers all measurements. There is a general trend of 

increasing probability towards larger apertures and lower porosities referring to the 

low reaction capacity. The apertures less than 1 mm are leading to a good fit only in 

single locations, whereas for larger apertures, almost every porosity value can 

provide a good fit at least in one location. This highlights the significance of the 
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aperture and underscores the potential for improvement by investigating possible 

fracture aperture distributions across the catchment. 

3.5. CONCLUSIONS 

 

In this modelling study, Gaussian Processes Emulation was applied in a four-

dimensional parametric space for stochastic multiobjective optimization of the isotope 

data in the fractured limestone aquifer. Single fracture models of 3H, 3He, 4He, and 

39Ar were used together with the γ-PDF of the travel time to stochastically estimate 

transport parameters (aperture, porosity, mean travel time, and the shape parameter 

of the γ-PDF) at every sampled location. The objective was to evaluate the mean 

travel time in each location and to examine the hypothesis that an analytical estimate 

based on the tritium/helium ratio would deviate from the advective travel time. To 

achieve this, a single fracture reactive transport model was used to calibrate the 

advective travel time in each sampled location based on the available 

measurements. Considering that the problem is four-dimensional meaning that four 

parameters are unknown, the calibration was done in a stochastic way.  

Most of the locations in the Ammer catchment reflect the travel time of 10-30 years 

with only a few outliers to younger and older mean travel times. 3H/He model alone 

often (but not always) provides a good guess about the transport and mixing 

parameters. Considering the second and third tracer helps to reduce the uncertainty 

in the mean travel time by 2-5 times and to get rid of double peaks (to reach 

unimodality of the posterior histogram). The measurement of 39Ar helped to improve 

the calibration in the Breitenholz location. 

In the majority of the locations, groundwater is captured from the micritic limestone 

with the porosity less than 5%. Although posterior parameter distributions highlight 

quite wide ranges of possible apertures and porosities within a location, the effective 

combination of a porosity and aperture which would fit all the observations in the 

catchment, was not found. 

Additional measurements such as time series of tritium or helium concentrations, 

although often lead to a better result, do not always guarantee a significant 

improvement in calibration. To improve the calibration results, the optimal solution 

seems to be decreasing problem dimensionality, meaning, fixing some parameters or 
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narrowing down parameter ranges. For example, fracture aperture has also high 

variability within three orders of magnitude. This suggests aperture measurements to 

be promising fieldwork to perform in order to improve the calibration quality.  
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APPENDIX 3.1. CONSIDERATIONS ABOUT THE ANALYTICAL TRAVEL TIME DISTRIBUTION 

The travel time function to be defined by Gamma distribution (Hrachowitz et al., 

2010): 

𝑓𝑖(, 𝛼, 𝑏) =  
𝑏−1

𝛼𝑏Г(𝑏)
𝑒

−𝜏

𝛼           (A1) 

where 𝜏𝑖 and b refer to the mean travel time at the location i, and the shape 

parameter of the gamma function Г(𝑏): 

Г(𝑏) =  ∫
∞

0
𝑒−𝜏 𝑏−1𝑑𝜏. (A2) 

The unknown shape parameter 𝑏 and the scale parameter 𝛼 of the gamma 

distribution are related to each other via the distribution’s mean value 𝑓𝑖 = 𝜏𝑖 = 𝛼𝑖 𝑏𝑖. 

That means that travel time distribution in a location i is defined through two 

parameters: mean travel time and shape parameter: 

𝑓𝑖(, 𝜏𝑖, 𝑏) =  
(𝑏−1)

(
𝜏𝑖
𝑏
)
𝑏
 Г(𝑏)

𝑒
−𝜏𝑏

𝜏𝑖 ,          (A3) 

Since the gamma distribution looks only realistic when the shape parameter bi<𝜏𝑖, we 

use additional conditioning to account for this. 

 

APPENDIX 3.2. VERIFICATION OF THE TRITIUM-HELIUM MODEL 

Tritium/helium measurement is one of the most commonly used methods for 

groundwater age estimates (Visser et al., 2013). Following the idea of purely 

advective transport in the flow path, the groundwater age is typically derived from 

concentrations of tritium and produced by its decay helium (Schlosser et al., 1988).  

𝜏 =  
1

𝜆
𝑙𝑛 (1 +

𝐻𝑒3

𝐻3 )  (A4) 

where λ denotes the radioactive decay constant for tritium and is calculated from its 

half-life of 12.43 years as 𝜆 = ln(2)/𝑇1/2, corresponding concentrations of tritium and 

helium are given in TU.  

In aquifers with considerable diffusive exchange, in fact, analytically computed 

groundwater ages are known to deviate from the advective groundwater age in 

fractures (Neumann et al., 2008). To confirm this effect of diffusive exchange in 

fractured aquifer on the GW age estimation reported, e.g., by LaBolle et al. (2006) 
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and Neumann et al. (2008), a reference travel time-based model was set up using 

the MIN3P numerical model (Su et al., 2017). Verification of 3H and 3He transport 

was based on the analytical solution of Tang et al. (1981) (Appendix 2). Typical 

parameters of the fractured aquifer (a = 0.2 mm, ε = 1%) and diffusion coefficients of 

3H and 3He according to LaBolle et al. (2006) were used (D3H = 2.2e-9 m2/s, DHe = 

8.2e-9 m2/s). The transient input concentration of 3H was implemented in MIN3P as a 

transient boundary condition with 68 annual values (Fig. A.2.1). 

 

Figure A.3.2.1. Input function of tritium in the Muschelkalk aquifer, Stuttgart 

meteostation (Fuenfgeld, 2020) 

 

Four single fracture tritium-helium models of increasing complexity were implemented 

in MIN3P (table 1): (i) advection only, (ii) matrix diffusion and constant input of tritium, 

(iii) different diffusion coefficients of tritium and helium, and (iv) the real function of 

tritium (Fig.A.2.1). Figure A.2.2 shows analytically computed ages (eq. 4) vs. the 

“true” advective groundwater travel times in the fracture for every model.  

Setting up the model 

 Batch reaction – Validation with analytical solution  

The radioactive decay of tritium was implemented in the MIN3P database. Results 

were verified with analytical solution. 
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Figure A.3.2.2. Validation of the MIN3p to the analytical solution of the 3H radioactive 

decay. 

2D transport with constant diffusion coefficient, equal for all the species in the 

model – validation with the analytical solution (Tang et al., 1981). 

On this stage, advective-diffusive transport of the decaying 3H was implemented. 

Assuming no sorption and unlimited matrix, the equation for the fracture: 

𝜕𝑐

𝜕𝑡
+  𝑣

𝜕𝑐

𝜕𝑧
− 𝐷

𝜕2𝑐

𝜕𝑧2 + 𝜆𝑐 +
𝑞

𝑏
= 0 (A5) 

Initial condition: 

C(z,0) = 0 

Boundary conditions: 

C(0,t) = c0 

C (∞,t) = 0 

The analytical solution (Tang et al., 1981) for 3H (as a solute not undergoing sorption)  

if longitudinal dispersion in the fracture is neglected – is: 

𝐶

𝐶0
= 0.5 exp (− 

𝜆 ∙ 𝑧

𝑣
) ∙ [exp(−

𝑧 ∙ 𝜆
1
2

𝑣 ∙ 𝐴
)𝑒𝑟𝑓𝑐 (

𝑧

2 ∙ 𝑣 ∙ 𝐴 ∙ 𝑇′
− 𝜆

1
2𝑇′) 

    + exp (
𝑧∙𝜆

1
2

𝑣∙𝐴
) 𝑒𝑟𝑓𝑐 (

𝑧

2∙𝑣∙𝐴∙𝑇′
+ 𝜆

1

2𝑇′)]  (A6) 

where 

 𝜆 = ln(2) /12.3 = 0.0564 a-1 (A7) 
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𝑇′ = (𝑡 −
𝑧

𝑣
)1/2 (A8) 

𝐴 =
𝑏

𝜀 (𝐷′)1/2  (A9) 

and 

𝐷′ = 𝜏 𝐷∗ (A10) 

𝑣 (L/T) is the groundwater velocity in the fracture, 𝑏 (L) is the half-aperture of the 

fracture, 𝐷′ (L2/T) is the effective diffusion coefficient, 𝜀 (-) is the matrix porosity, 𝜏 (-) 

is the tortuosity of the matrix pores, and 𝐷∗ (L2/T) is the molecular diffusion coefficient 

in water. 

As shown in Figure A.3.2.3, the model validation at this step is sufficient. The 

differences decrease with increasing advective travel time. On the yearly stages, the 

difference up to 10 % appears. 

   

Figure A.3.2.3. Verification of the MIN3P model with the analytical solution of the 3H 

radioactive decay (same data, plot with different scale on abscissa) 

 

Table A.3.2.1. Conceptual model scenarios of tritium and helium transport in the 

fracture 

Case 
Advective 

flow 

Matrix 

diffusion 

Species-specific 

diffusion 

coefficients 

Transient 

tritium input 
Colour code 

1 +    Black 

2 + +   Red 

3 + + +  Green 

4 + + + + Blue 
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Figure A.3.2.4. Left: comparison of the advective travel times in the fracture with 

analytical estimates for different models; right: reactive curves of tritium and helium in 

(a = 0.2 mm, ε = 1 %, D3H = 2.2e-9 m2/s, DHe = 8.2e-9 m2/s, and the real input function 

of 3H). 

 

If different diffusion coefficients for tritium and helium are implemented (green line) 

then the analytically derived groundwater age is not unique. Later on, the difference 

in the diffusion coefficients (DHe/D3H = 3.7) leads to a decrease in the estimated travel 

time. When introducing the transient tritium input (blue line), the effect of the latter is 

coupled with the input concentration variations leading to decreasing analytical travel 

time with age as reported before by Neumann et al. (2008). These results highlight 

the necessity to apply direct modelling with matching 3H and He to the measured 

values instead of using the analytical solution.  
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APPENDIX 3. DATASET OF THE ISOTOPE MEASUREMENTS IN DIFFERENT LOCATIONS ACROSS 

THE AMMER CATCHMENT USED FOR THE MODELLING 

Site Longitude Latitude year  
3
H σ 

3
H  

3
He σ 

3
He  

4
He σ 

4
He 

ArtA 3492682.03 5380614.78 2017 4.9 0.3 22.8 2.4 3.9E-08 6.0E-09 

ArtA 3492682.03 5380614.78 2004 9.8 1.8 
   

  

TBEnt1 3497370.36 5378062.64 2011 6.0 0.9 6.6 1.9 1.1E-08 4.5E-09 

TBEnt1 3497370.36 5378062.64 2004 10.2 1.5 
   

  

TBEnt1 3497370.36 5378062.64 2014 6.0 0.3 
   

  

TBEnt2 3497336.58 5378005.83 2011 7.2 1.1 8.6 1.8 1.5E-08 4.5E-09 

TBEnt2 3497336.58 5378005.83 2004 11.6 2.0 
   

  

TBEnt2 3497336.58 5378005.83 2018 4.7 0.3 7.2 2.0 1.0E-08 4.5E-09 

TBPol1 3496810.90 5377126.07 2011 9.1 1.4 9.8 1.8 3.0E-09 4.0E-09 

TBPol1 3496810.90 5377126.07 2004 16.5 2.7 
   

  

TBPol1 3496810.90 5377126.07 2006 14.1 1.5 
   

  

TBPol1 3496810.90 5377126.07 2007 11.9 1.5 
   

  

TBPol1 3496810.90 5377126.07 2018 5.5 0.3 
   

  

TBPol2 3496925.00 5377080.00 2018 5.2 0.3 8.5 1.8 7.0E-09 4.5E-09 

TBPol2 3496925.00 5377080.00 2004 14.4 2.1 
   

  

TBPol2 3496925.00 5377080.00 2006 13.8 1.5 
   

  

TBPol2 3496925.00 5377080.00 2007 10.6 1.5 
   

  

TBPol2 3496925.00 5377080.00 2011 8.4 1.3 11.4 2.0 8.0E-09 4.5E-09 

TBAlt3 3493648.85 5379699.97 2004 13.4 2.1 
   

  

TBAlt3 3493648.85 5379699.97 2011 6.9 1.1 18.8 3.0 2.5E-08 9.0E-09 

TBAlt3 3493648.85 5379699.97 2018 4.8 0.3 14.8 3.2 2.1E-08 9.0E-09 

TBBrhz 3496407.00 5380889.00 2004 5.6 1.7 
   

  

TBBrhz 3496407.00 5380889.00 2012 3.7 0.7 23.0 4.1 1.7E-08 1.1E-08 

TBBrhz 3496407.00 5380889.00 2018 2.8 0.2 23.0 3.8 2.0E-08 1.1E-08 

Bon3 3484967.90 5376426.76 2018 2.8 0.2 12.9 2.9 8.0E-09 9.0E-09 

AMQ 3489251.00 5382948.00 2007 9.3 1.1 
   

  

AMQ 3489251.00 5382948.00 2012 7.2 1.2 1.9 1.2 1.3E-08 3.0E-09 

Sul4 3484912.40 5387175.60 2014 6.1 0.3 0.9 3.0 1.0E-09 7.5E-09 

Sul4 3484912.40 5387175.60 2018 5.8 0.3 0.0 2.6 1.0E-09 9.0E-09 

TBAlt2 3493648.27 5379447.88 2018 5.1 0.3 
   

  

PWHrbg 3489809.00 5383047.00 2012 7.6 1.4 2.9 1.4 
 

  

PWGül 3490730.01 5381558.55 2018 5.8 0.3 1.5 3.3 
 

  

PWReu 
  

2006 11.2 0.8 
   

  

Sul1 3485385.60 5387180.00 2014 6.1 0.3 2.3 2.5 
 

  

Sul1 3485385.60 5387180.00 2018 5.5 0.3 1.5 4.8 
 

  

Sul2a 3485717.00 5386562.00 2018 4.5 0.8 
   

  

Sul3 3484978.60 5386458.50 2014 5.9 0.3 0.2 1.7 
 

  

Sul3 3484978.60 5386458.50 2018 6.0 0.3 
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Sul5 3485158.00 5386184.20 2018 5.5 0.3 
   

  

Sul7 3484504.00 5387507.00 2014 5.7 0.3 
   

  

Sul8 3485154.00 5386572.00 2018 5.8 0.3 0.7 3.0 
 

  

Has1 3487922.00 5383608.00 2014 5.4 0.4 3.2 1.8 
 

  

Has1 3487922.00 5383608.00 2018 4.2 0.4 
   

  

Has2 3488400.00 5383702.00 2014 5.0 0.4 1.7 1.8 
 

  

Has3a 3488499.50 5383250.40 2018 4.3 0.3 14.1 4.1 7.0E-09 1.4E-08 

Has4 3488539.50 5383429.60 2014 4.7 0.3 16.6 3.3 6.0E-09 9.0E-09 

Has4 3488539.50 5383429.60 2018 4.5 0.4 7.6 2.9 
 

  

Has5 3488067.40 5383612.30 2014 6.1 0.4 5.8 1.8 
 

  

Has5 3488067.40 5383612.30 2018 5.0 0.4 6.0 3.0 
 

  

Has6 3488002.70 5383430.70 2014 5.2 0.4 4.7 2.6 
 

  

Möz1 3482492.47 5378234.70 2018 6.2 0.4 0.4 2.7 
 

  

Möz2 3482352.60 5378841.30 2018 5.4 0.8 
   

  

Möz3 3482941.10 5378765.30 2018 5.1 0.3 16.0 2.3 9.0E-09 6.0E-09 

Möz4 3482935.90 5378006.90 2018 4.8 0.3 5.6 2.1 3.0E-09 6.0E-09 

 

 

 

.  
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4. LEGACY POLLUTANTS IN FRACTURED AQUIFERS: 
ANALYTICAL APPROXIMATIONS FOR BACK DIFFUSION TO 
PREDICT ATRAZINE CONCENTRATIONS UNDER 
UNCERTAINTY  

Abstract 

 

We present novel analytical approximations for the estimation of travel distance and 

relative height of solute concentration peaks within a single fracture system for 

pollutants that have been temporarily applied at a constant rate in the past. These 

approximations are used to investigate the spatiotemporal evolution of the 

concentration of atrazine, as an example for many other so-called legacy compounds 

that are still found in the groundwater of fractured rock aquifers even decades after 

their application has stopped. This is done in a stochastic framework to account for 

the uncertainty in relevant parameters, focusing on probabilities of exceeding the 

given legal concentration limit and the expected length of the recovery period. We 

specifically consider the properties of the Muschelkalk limestone aquifer in the 

Ammer river catchment in SW Germany, and the three major types of carbonate rock 

facies: Shoal, Tempestite, and Basinal limestones. Atrazine sorption parameters 

have been determined in laboratory experiments. The simulations confirm that 

diffusion-limited sorption and desorption may cause considerable atrazine levels long 

after application stop. For the properties of the considered rock facies types, and 

corresponding parameter ranges, atrazine concentration above the legal limit is 

supposed to be limited to locations referring to only a few years of travel time. If the 

concentration exceeds the legal limit by the year 2022, it will take decades to 

centuries until recovery.   

* Reproduced from: Petrova, E., Meierdierks, J., Finkel, M., Grathwohl, P. (2023) Legacy 

pollutants in fractured aquifers: analytical approximations for back diffusion to predict 
atrazine concentrations under uncertainty, Journal of Contaminant Hydrology,  
 doi.org: 10.1016/j.jconhyd.2023.104161 
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4.1. INTRODUCTION 

Groundwater is a major source of public drinking water supplies and plays a key role 

in sustaining human life in many regions of the world. The quality of groundwater is at 

risk due to human activities and possible inputs of environmentally hazardous 

compounds. Today, a large variety of anthropogenic compounds is being found in 

groundwater. Among these compounds, there is a range of so-called legacy 

contaminants, including pesticides, e.g., herbicides such as atrazine, which are often 

detected in groundwater samples even decades after application stop (Farlin et al. 

2022; Gutierrez and Baran, 2009; Lapworth et al. 2015; Loos et al. 2010; McKnight 

and Finkel, 2013; Stuart et al. 2012). Often these compounds show no or negligible 

degradation or transformation in groundwater but may undergo significant sorption 

during transport (e.g., Ammann et al. 2019; Beegum et al. 2020; Bertuzzo et al. 2013; 

Reberski et al. 2022). Sorption leads to the storage of pollutants in the subsurface 

long after the application has stopped (Pietrzak et al. 2020; Roulier et al. 2006), and 

limits their bioavailability. In fractured aquifers, concentrations of sorptive pollutants in 

groundwater depend on the duration of mass transfer between fractures and the rock 

matrix. 

Slow diffusion may contribute to the lasting presence of pollutants long after input 

was stopped (Chapman and Parker, 2005; Farlin et al. 2022; Parker et al. 2008). 

Solute transport in fractured systems is typically modelled by coupling fracture flow 

and diffusion in the adjacent rock matrix (Rahman et al. 2004; Sidborn and 

Neretnieks, 2007; Sudicky and Frind, 1984; Tang et al. 1981). Propagation of a 

plume within a single fracture model is, e.g., described by Grisak and Pickens (1981).  

The adequate parameterization of a model in a deterministic manner is feasible in 

well controlled systems typically at a small scale with sufficient data allowing unique 

and stable inversion (e.g., Carrera, 1993; Carrera et al. 2005; Zhou et al. 2014). 

Contaminant transport in real-world fractured systems typically comes with high 

parameter uncertainty and a lack of data (Lindahl et al. 2005). As a consequence of 

this, Poeter and Townsend (1994) concluded that “The era of drawing conclusions on 

the basis of deterministic flow and transport models has come to a close.” 

Stochastic methods comprise well-established mathematical tools for probabilistic 

predictions (Cirpka and Valocchi, 2016; Fiori et al. 2016; Tartakovsky et al. 2009). 
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Being developed in multiple branches of hydrogeology (e.g., Cromwell et al. 2021; 

Erdal and Cirpka, 2019; Hsueh et al. 2022; Jeong et al. 2020; Ramgraber et al. 2021; 

Riva et al. 2006; Sánchez-León et al. 2020), stochastic modeling has gained a great 

interest among modeling practitioners, because it acknowledges parametric or 

structural uncertainty, assesses the sensitivity of the model, improves the model 

quality, and enhances predictive capability. Typically implemented stochastic 

methods include Monte Carlo, Kriging (Kitanidis, 1991), Gaussian random fields 

(Hammond et al. 2005), hydro facies models (dell’Arciprete et al. 2012), multi-point 

statistics and training images. 

 Resulting ensembles of model outcomes are used for stochastic prediction with the 

uncertainty of parameters being acknowledged. One way of stochastic prediction is 

conditioning the model outcomes into a series of yes-no answers based on some 

hypothesis and classifying the model outcomes accordingly (Enemark et al. 2019). 

The model outcome that confirms the hypothesis reads as 1 and 0 otherwise.  

In this study, stochastic simulations of solute transport within fractured sedimentary 

rocks are used for risk assessment with respect to legal limit concentrations of a 

target compound. We test the hypothesis that groundwater contamination by 

pesticides observed in fractured aquifers (Baran et al. 2008; Burri et al. 2019; Mali et 

al. 2021; McManus et al. 2017) is caused by matrix diffusion and sorption in the rock 

matrix. In this work, an analytical model accounting for sorption and diffusive solute 

exchange with the rock matrix was employed to elucidate the transport 

characteristics of atrazine in a fractured limestone aquifer. The sensitivity of atrazine 

transport on matrix properties (effective diffusion, sorption), fracture apertures, and 

application time periods is analysed based on simple analytical approximations for 

the relative maximum concentration (“peak”) and corresponding location of the peak 

along the streamline. This allows breaking down the complexity of the sorptive 

compound transport and the knowledge about peak location and concentration to 

address the following questions for any given location in the aquifer in a stochastic 

way: 

1. Will the concentration exceed the legal limit? 

2. Will contaminant concentrations further increase or decline? 

3. How long will it take to achieve the legal limit? 
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We consider atrazine as an example of sorptive pollutants in groundwater still being 

detected long after stop of application (input). Atrazine is one of the pesticides still 

contaminating groundwater with a trackable history of application. Soon after its 

discovery in 1958 (Müller, 2008), atrazine (6-Chloro-N-ethyl-N'-(1-methylethyl)-1,3,5-

triazine-2,4-diamine) was among the most widely applied pesticides in agricultural 

use. Atrazine was used extensively as a non-selective herbicide, as a weed control 

component for the cultivation of maize, sorghum, and sugar cane in concentrations of 

~1 kg ha-1, and as a total herbicide in concentrations of up to 9 kg ha-1 (Tappe et al. 

2002). Wide agricultural application of atrazine led to groundwater pollution 

exceeding the legal limit values in many countries worldwide (Nasseri et al. 2009; 

Silva et al. 2012; Tappe et al. 2002). In Europe, atrazine was used until the early 

1990s, when it was banned or severely restricted in most European countries due to 

its potentially harmful properties. In Germany, atrazine has been banned since 1991. 

The European Water Framework Directive (WFD e 2000/60/EC, OJEC, 2000) 

established objectives to achieve a good qualitative and chemical status of 

groundwater. Nevertheless, atrazine is continuously found in groundwater decades 

after official ban on its application (Vonberg et al. 2014). The legal limit for all 

pesticides in source waters was set to 0.1 µg l-1 for single substances and 0.5 µg l-1 

for the sum of pesticides incl. relevant metabolites (European Drinking Water 

Directive, 98/83/EEC).  

Atrazine degrades in soil primarily microbially; reported half-lifes range from 13 to 

261 days (Schwab et al. 2006). Atrazine undergoes slow hydrolysis; it has a 

moderate to low water solubility of 70 mg l-1 and accumulates in lipids or fat tissues 

(Harper et al. 2020; Pathak and Dikshit, 2012; Ross et al. 2009) and soil organic 

matter (Chavez Rodriguez et al. 2021; Rojas et al. 2022; Silva et al. 2012).  

In this study, Atrazine sorption isotherms were measured for the four major facies 

types in fractured Triassic limestone aquifer (Muschelkalk, Southern Germany, 

Tübingen); field observations and recent work on the characterization of rock facies 

(Osenbrück et al. 2021) provided the model with realistic ranges of transport relevant 

parameters (e.g. fracture apertures and porosities).  
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4.2. PHYSICO-CHEMICAL PARAMETERS FOR ATRAZINE TRANSPORT IN 

THE UPPER MUSCHELKALK AQUIFER IN SW GERMANY 

4.2.1. GEOLOGY AND ROCK PROPERTIES 

The fractured limestone (Muschelkalk) aquifer is located in the river Ammer 

catchment in the south-west of Germany (D’Affonseca et al. 2020) and comprises an 

important drinking water reservoir (Osenbrück et al. 2021). The geological setting is 

well described in the literature (Koehrer et al. 2010; Palermo et al. 2010; Schauer and 

Aigner, 1997; Warnecke and Aigner, 2019) and briefly outlined here. Three major 

types of carbonate rock facies may be distinguished within the aquifer: Shoal, 

Tempestite, and Basinal limestones (Palermo et al. 2010; Schauer et al. 1997). 

These facies types are the result of different sedimentary and diagenetic conditions 

leading to different rock properties (Fig. 1). The up to 5 m thick Shoal facies contains 

light grey, calcareous grain- to packstone with bioclastic debris, shell fragments and 

intraclasts, as well as open pore spaces within shell debris partially filled with iron-

stained calcite. The Shoal facies has the highest porosity in the range of 10 - 30%. 

The Tempestite facies (8 - 15 m thick) comprises medium to light gray 10 - 15 cm 

thick layers of limestones, mostly calcareous bioclastic pack- to wakestones 

composed of skeletal debris and lithoclasts (mm - cm sized) with porosities of 0.5 - 

10%. The Basinal facies comprises dark gray marlstones and micritic limestones with 

weak or absent wavy bedding and bioturbation, low porosity (0.5 - 5%), and 

considerably small pore sizes. The field-scale hydraulic conductivity of the Upper 

Muschelkalk aquifer varies from 2.6  10-6 to 1  10-4 m s-1 (D’Affonseca et al. 2020), 

which indicates representative fracture aperture ranges of 0.1 - 1 mm (Osenbrück et 

al. 2021; Petrova et al. 2022).  
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Figure 4.1. Rock and outcrops from main facies types of the Muschelkalk in the 

Ammer catchment (SW Germany): A – Shoal, B – Tempestite, C – Basinal facies. 

 



92 

 

 

 

4.2.2. ATRAZINE TRANSPORT PARAMETERS 

 To investigate the sorption properties of the rock facies of the Upper Muschelkalk, 

samples were collected from a quarry in Mötzingen (Fig. 4.1). Sampling locations 

were carefully selected according to the geological, sedimentological, and tectonic 

conditions of the study area (Osenbrück et al. 2021). To quantify the distribution 

coefficient Kd needed in the reactive transport equation (eq. 4.7) atrazine sorption 

isotherms were determined for the 3 major facies types (Fig. 4.1). For each sample 

10 grams of pulverized rock (typical particle size around 50 µm) were mixed with 30 

ml of water spiked with atrazine in 50 ml glass vials with teflon-lined caps. Tests were 

performed in triplicates with initial aqueous concentrations of atrazine of 0.1, 4, 22, 

175, 770, 2930, 3140, and 11400 µg l-1. The vials were kept in a horizontal shaker 

(150 rpm) for 10 days in the dark and at 20°C. To separate soil solids from water, the 

vials were kept standing for 3 days until fine particles settled. A test with filtering the 

supernatant aqueous phase proved sufficient removal of particles by pure 

sedimentation. Around 20 ml of the supernatant water was transferred into clean 50 

ml glass vials using glass pipettes; attention was paid to transfer as much water as 

possible without resuspending the sediment. As an internal standard we added 20 ng 

of atrazine-D5 into the aqueous sample before further processing. For quality control, 

we used blanks with pure water (procedure blank), blanks with water and rock 

samples, and water spiked with atrazine (control for loss to the system) – all in 

triplicates. 

We observed neither atrazine within the blanks nor significant losses from the 

system. For chemical analysis, low concentration samples (< 0.2 µg l-1) were 

enriched via solid phase extraction (Waters OASIS HLB, MA, 1 cc). Samples with 

concentrations between 0.2 and 10 µg l-1 were filtered through 0.25 µm PTFE syringe 

filters and 2% (Vol.) of acetonitrile was added. Samples with concentrations above 10 

µg l-1 were diluted with a MilliQ water: acetronitrile mixture (98:2). Atrazine was 

quantified by liquid-chromatography tandem mass spectrometry (Agilent 1290 Infinity 

HPLC and 6490 triple-quadrupole mass spectrometry) with a Poroshell 120 EC-C18 

(2.7 µm, 2.1 x 100 mm) reversed-phase column. We measured 10 external standards 

with a range of 0.001 µg l-1 – 20 µg l-1 at the beginning and the end of the analysis to 

determine the calibration curve for the calculation of sample concentrations. One 
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standard (2.5 µg l-1) was measured repeatedly in every 20th run as quality control 

concerning potential instrument shifts. Both, the external and the internal standard 

showed the same drift with increasing peak areas over time. Thus, we used both 

calibration curves simultaneously for the quantification and accepted the remaining 

uncertainty as insignificant. Additionally, the internal standard showed no 

dependency on the type of sample (blank, control, or rock sample), nor the 

corresponding processing of the sample (SPE, filtration, dilution), confirming no 

significant losses or matrix effects on the measurement with an acceptable coefficient 

of variation of 10 %.  

Figure 4.2 shows almost linear sorption isotherms with distribution coefficients (Kd = 

Freundlich coefficients at 1 µg l-1) of 6.4 l kg-1 for Shoal, 8.5 l kg-1 for Tempestite and 

34.3 l kg-1 for the Basinal facies (Fig. 2). Therefore, retardation factors in the rock 

matrix 𝑅𝑖𝑚 = 1 + 𝐾𝑑
𝜌𝑏

𝜀
 , ρb and ε denote limestone density and rock matrix porosity, 

correspondingly, range from 52 (𝜀 = 0.3) to 188 (𝜀 = 0.1) for Shoal, 207 (𝜀 = 0.1) to 

5005 (𝜀 = 0.005) for Tempestite and 1668 (𝜀 = 0.005) to 20375 (𝜀 = 0.05) for Basinal 

facies (mineral density 2.7 kg l-1).  

  

Figure 4.2. Experimentally measured sorption isotherms for the three main facies 

types of the aquifer, colour refers to the rock facies type: Shoal (red), Tempestite 

(black), Basinal (blue). 
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 An aqueous diffusion coefficient of atrazine (Daq ) of 6.6  10-10 m2s-1 was reported 

for 23 °C (Scott and Pnillips, 1973). At an aquifer temperature of 10 °C Daq of 4.8  

10-10 m2s-1 is expected. The apparent diffusion coefficient in the rock matrix may be 

defined as: 

𝐷𝑎 =
𝐷𝑎𝑞  𝜀𝑚

𝜀 + 𝐾𝑑  𝜌𝑖𝑚 
=

𝐷𝑎𝑞𝜀
𝑚−1

𝑅𝑖𝑚
 (4.1) 

where m is an empirical exponent (Archie’s law), which for sedimentary rocks is 

about 2.2 (Boving and Grathwohl, 2001); 𝜀𝑚−1 denotes the tortuosity, Daq 𝜀𝑚−1 is 

known as pore diffusion coefficient. 

We assume a time period of 33 years from the start of atrazine application until its 

ban (1958-1991). This neglects delayed leaching of atrazine stored in the upper soil 

layer, which however would be very low because of the biodegradation of atrazine in 

agricultural soils (Chavez Rodriguez et al. 2021). 

Atrazine persistence in groundwater was assumed to be related to its arguably 

absent degradation in the aquifer. Reported atrazine degradation pathways under 

saturated conditions include physicochemical or biochemical processes into 

metabolites (Schocken and Speedie 1984; Radosevich et al. 1989). Low porosities 

and small pore sizes a in the Muschelkalk (Osenbrück et al, 2021) as well as mostly 

anoxic conditions in the aquifer (Petrova et al, 2022) limit growth of the 

microorganisms which degrade atrazine metabolically (Barbash and Resek, 1996).  

Concentrations of atrazine in groundwater recharge depend on the application and 

properties of the soil and the unsaturated soil zone. Literature data on atrazine 

leaching vary widely (Hafner, 1995; Gutierrez and Baran, 2009; Roulier et al. 2006; 

Tappe et al. 2002; Vonberg et al. 2014) and may reach 5 µg l-1 in fractured aquifers 

(Gutierrez and Baran, 2009; Selg et al. 2005;), which we used for C0. The ultimate 

catchment-specific parameter ranges including porosity and distribution coefficients 

for each facies type were summarized in Table 1. 
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4.3. TRANSPORT MODELING 

4.3.1. ANALYTICAL SOLUTION AND APPROXIMATIONS 

We consider advective solute transport of a compound along a single fracture that is 

retarded by the interaction with the adjacent rock matrix (Fig. 4.3).  

Assuming an entirely void fracture with negligible solute retardation in the fracture, 

the governing equation for the mass transport along the fracture being subject to 

exchange with the rock matrix is: 

𝜕𝐶𝑚

𝜕𝑡
+ 𝑣

𝜕𝐶𝑚

𝜕𝑥
= −

𝜕𝑚𝑖𝑚

𝜕𝑡
 (4.2) 

where 𝐶𝑚 and 𝑚𝑖𝑚 denote solute concentration (M L–3) in the fracture (mobile region) 

and total mass of solute in the rock matrix (immobile region) per unit volume (M L–3) 

of the fracture;; v, x and t denote flow velocity, the spatial coordinate (L T-1) in flow 

direction along the fracture (L) and time (T).  

 

Figure 4.3. Conceptual model of solute transport in a fracture controlled by diffusion 

into the rock matrix; dark grey area indicates the diffusive front of the solute within the 

rock matrix; light grey area represents pristine matrix area. 
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In case of linear sorption the mass of solute per unit volume in the rock matrix is 

given by: 

𝑚𝑖𝑚 =
1

𝑎
∫ (𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚)𝐶𝑖𝑚

+∞

𝑎

𝑑𝑧 (4.3) 

where 1/𝑎 denotes the surface-to-volume ratio (L–1), with a being the half fracture 

aperture of the fracture (L), z is the spatial coordinate perpendicular to the flow 

direction (i.e. depth in the rock matrix), and 𝐶𝑖𝑚 denotes the solute concentration (M 

L–3) in pore water of the rock matrix; 𝜀, 𝐾𝑑,𝑖𝑚 and 𝜌𝑖𝑚 denote porosity of the rock 

matrix (dimensionless), the distribution coefficient (L3 M–1), and the dry bulk density of 

the matrix region (M L–3), respectively. Combining eq. 2 and eq. 3 yields: 

𝜕𝐶𝑚

𝜕𝑡
+ 𝑣

𝜕𝐶𝑚

𝜕𝑥
= −

1

𝑎
(𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚)∫

𝜕𝐶𝑖𝑚

𝜕𝑡

+∞

𝑎

𝑑𝑧 (4.4) 

To describe the transport of a solute that has been applied only over a certain finite 

time period (input), t0, and assuming a constant input concentration, C0, eq. 4 is to be 

solved for the following initial and boundary conditions: 

𝐶𝑚(𝑥, 0) = 0 

𝐶𝑚(0, 𝑡) = 𝐶0, 0 < 𝑡 ≤ 𝑡0 

𝐶𝑚(0, 𝑡) = 0 𝑡 > 𝑡0 

𝐶𝑚(∞, 𝑡) = 0 

The differential equation describing the diffusive transport of solute in the rock matrix 

region in the direction perpendicular to the fracture is: 

𝜕𝐶𝑖𝑚

𝜕𝑡
= 𝐷𝑎

𝜕2𝐶𝑖𝑚

𝜕𝑧2
 (4.5) 

where 𝐷𝑎 (L2 T–1) denotes the apparent diffusion (or retarded pore diffusion) 

coefficient. Initial and boundary conditions are: 

𝐶𝑖𝑚(𝑥, 𝑧, 0) = 0 

𝐶𝑖𝑚(𝑥, +∞, 𝑡) = 0 

𝐶𝑖𝑚(𝑥, 𝑎, 𝑡) = 𝐶𝑚(𝑥, 𝑡) 
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Inserting eq. 4.5 into eq. 4.4 gives 

𝜕𝐶𝑚

𝜕𝑡
+ 𝑣

𝜕𝐶𝑚

𝜕𝑥
=

1

𝑎
(𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚) 𝐷𝑎

𝜕𝐶𝑖𝑚

𝜕𝑧
(𝑥, 𝑎, 𝑡) (4.6) 

Following Rahman et al. (2004) who derived an analytical solution for the equivalent 

case of a macropore column by superposition of the solution developed by Grisak 

and Pickens (1981) for continuous solute input, the solute concentration in the 

fracture is given by:  

𝐶𝑚(𝑥, 𝑡) = 𝐶𝑜

[
 
 
 

erfc

(

 
(𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚)

𝑥
𝑣 √𝐷𝑎

2𝑎√𝑡 −
𝑥
𝑣 )

 − erfc

(

 
(𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚)  

𝑥
𝑣  √𝐷𝑎

2𝑎√𝑡 −
𝑥
𝑣 − 𝑡0 )

 

]
 
 
 

 (4.7) 

Expressing the spatial coordinate along the fracture in terms of travel time of water 

𝜏 =
𝑥

𝑣
, the relative concentration is given by: 

𝐶𝑚

𝐶𝑜
= erfc(

(𝜀 + 𝐾
𝑑,𝑖𝑚 

𝜌𝑖𝑚) 𝜏 √𝐷𝑎

2𝑎√𝑡 −  𝜏
) − erfc(

(𝜀 + 𝐾𝑑,𝑖𝑚 𝜌𝑖𝑚) 𝜏 √𝐷𝑎

2𝑎√𝑡 − 𝜏 − 𝑡0
) (4.8) 

Transport of any sorptive compound in the considered case (eq. 4.8) follows a 

unimodal function with a concentration maximum propagating through the system 

(Fig. 4.4). Figure 4.4 depicts the concentration profile in the fracture (Fig. 4.4-left) and 

a breakthrough curve at a given location (Fig. 4.4-right). The conservative tracer 

which does not sorb in the solid phase has a sharp front and higher maximum 

concentration. Sorption of the solute in the rock matrix causes retardation and 

concentration tailing even decades after the application stopped.  
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Figure 4.4. Propagation of atrazine compared to a conservative tracer: concentration 

profiles in the fracture after t = 64 years (left) and concentration breakthrough curve 

at distance x = 10 m (right). The assumed input period is from 1958 to 1991 (t0 = 33 

years), t=0 corresponds to the first application in 1958, t=60 corresponds to year 

2018, accordingly (eq. 8 with a = 0.1 mm, ε = 1 %, hydraulic gradient = 0.001, Kd = 7 l 

kg-1, Daq = 4  10-10 m2 s-1). 

 

Thanks to unimodality of the plume, concentrations along the fracture are linearly 

increasing until a maximum is reached followed by a monotonically decrease (Fig 

4.5, top-left). The breakthrough curve at any location is also unimodal: concentrations 

first increase until the peak is reached and then decrease with t -3/2 typical for back 

diffusion (Fig. 4.5 top-right). To highlight the effect of both application time t and 

distance x, a response surface was constructed (Fig. 4.5, bottom) in order to illustrate 

the concentration of atrazine in the fracture as a function of time and distance.  
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Figure 4.5. Atrazine concentrations in the fracture in time and space; top-left: 

concentration profiles along the fracture for real times t0 from 32 to 1024 years (light 

green to black), concentration is linearly increasing until the peak is reached; top-

right: concentration breakthrough curves at different locations in the fracture (in terms 

of distance from the inlet, x = 10 - 1000 m (red to yellow)), in the tailing part 

concentrations drop with t -1.5; bottom: relative atrazine concentrations in the fracture 

as a function of real time and travel distance along the fracture, isolines denote 

logarithmic relative concentrations (a = 0.1 mm, ε = 1 %, t0 = 33 years, I = 3·10-3, Kd = 

7 l kg-1, Daq = 4  10-10 m2 s-1); dashed lines refer to locations (i.e. travel distances) 
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considered in the top-right panel, dotted lines correspond to the real time values 

considered in the top-left panel. 

 

The contour plots of the peak travel time shown in Fig. 4.5, however, allow arriving at 

simple solutions for the distance travelled by the peak and how the maximum 

concentration declines. Following a heuristic approach and a detailed analysis of the 

results obtained by the analytical model (eq. 4.7 and 4.8, Fig. 4.5), simple analytical 

approximations for the relative maximum concentration and location of the 

concentration maximum along the fracture were derived (eq. 4.9 and 4.10). These 

approximations follow from the investigation of the model behaviour in the parameter 

space (Fig. 4.5). First, obtained expressions (eq. 4.9 and 4.10) were verified through 

the local sensitivity of parameters following one-at-time approach and aiming to 

represent the direct effect of parameter variation (Fig. 4.6-4.7). To confirm the 

combined effect of parameter variation, equations 4.9 and 4.10 were verified through 

the global parameter variation with corresponding solution (eq. 4.8) (Fig. 4.8). 

The relative peak concentration, Cmax /C0 was found to depend mainly on the 

application time t0 and total time t, like the solute mass in ordinary back diffusion 

(e.g., diffusion into and out of a low permeability layer, Grathwohl, 1998a): 

𝐶𝑚𝑎𝑥

𝐶0
=

𝑡0
4 𝑡

 (4.9) 

Since diffusion into the rock matrix depends on the same physical parameters as of 

diffusion out of the rock matrix, sorption and diffusion parameters cancel out. 

The location of the peak concentration XCmax (L) may be approximated by the 

following equation, which involves all transport parameters of the analytical solution 

(eq. 4.7): 

𝑋𝐶𝑚𝑎𝑥 =
√2 𝑎 𝑣 (𝑡 − 𝑡0/𝜋)

√(𝜀 + 𝐾𝑑  𝜌) 𝐷𝑎𝑞 𝜀2.2 𝑡
≈

√2 𝑎 𝑣 𝑡

√𝐾𝑑  𝜌 𝐷𝑎𝑞 𝜀2.2 𝑡
 (4.10) 

Daq ε2.2 represents the effective diffusion coefficient (Boving and Grathwohl, 2001) 

and the denominator in the long term approximation (t >> t0) is a retardation factor. 

The velocity (v), according to the cubic law (𝑣 =
𝐼𝜌𝑔(2𝑎)2

12𝜇
) depends on the hydraulic 

gradient I and a2 (g, 𝜇, 𝜌 denoting acceleration of gravity, dynamic groundwater 

viscosity and density, resp.). The peak location depends on various parameters with 



101 

 

 

 

different sensitivities, of which the most significant is the aperture a, XCmax then 

increases with a3).  

To confirm the correct reflection of the local sensitivity, one-factor-at-a-time method 

also known as monothetic analysis was implemented to the newly derived 

approximations. The base model parameter set and corresponding parameter ranges 

typical for fractured aquifers are: a = 0.2 (from 0.1 to 10) mm, ε = 1 (from 1 to 20) %, 

t0 = 33 (from 10 to 100) years, t = 200 (from t0 to 1000) years, i = 3  10-3, Kd = 10 

(from 1 to 100) L kg-1, Daq =4  10-10 (from 1  10-10 to 1  10-9) m2 s-1. To test the 

approximations fit to the solution (eq. 4.8), each of the model parameters was varied 

within the reasonable ranges 500 times, while other parameters kept constant. 

Figures 4.6-4.7 illustrate the local sensitivity and compare both, analytical solution 

(eq. 4.8) and approximations (eqs. 4.9 and 4.10). Both analytical solution and 

approximation reflect that Cmax/C0 is not very sensitive to ε, Kd, Daq and a. Aperture is 

by far the most sensitive parameter for XCmax showing a positive correlation, while ε, 

Kd, Daq showing a negative correlation. Approximated and analytical estimates of 

XCmax and Cmax/C0 for 500 values of each parameter closely mimic the true model 

behavior with respect to changes of individual parameters. In case of Cmax/C0 < 0.1 

and t > t0 the approximation of XCmax represents the analytical solution reasonably 

well.  
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Figure. 4.6. Verification of analytical approximations (dashed lines, eqs. 4.10) for 

XCmax with analytical solution (eq. 4.8, solid lines) for with respect to one-at-time 

variation of every parameter.  

 

Figure. 4.7. Verification of analytical approximations (dashed lines, eq. 4.9) for 

Cmax/C0 with analytical solution (eq. 4.8, solid lines) for with respect to one-at-time 

variation of every parameter. 

 

Comparison for parameter settings from simultaneous random sampling within given 

parameter ranges confirms the good agreement of approximations and analytical 

solution for Cmax/C0 and 𝑋𝐶𝑚𝑎𝑥 (see Fig. 4.8). The quality of analytical approximations 

was evaluated by computing the coefficient of determination R2: 

𝑅2 = 
∑ (𝑦𝑘 − 𝑦�̂�)

2𝑛
𝑘=1

∑ (𝑦𝑘 − 𝑦)2𝑛
𝑘=1

 (4.11) 

where 𝑦𝑘, 𝑦�̂� and 𝑦 denote the true values, calculated values, and mean of the true 

values accordingly. Computed values for an ensemble of 500 random parameter 

combinations resulted in R2 of 0.99 and 1.0 for Cmax/C0 and XCmax accordingly. Large 

Deviations are very low except for high concentrations – a situation which occurs 

either close to the inlet of the fracture or if the solute breakthrough is fast due to slow 

matrix diffusion and low sorption. These deviations are not relevant to practical 

applications that typically aim at long-term predictions of sorptive compounds. 



103 

 

 

 

 

Figure 4.8. Match of approximations of relative peak concentrations (eq. 4.8) in the 

fracture and travel distance of the peak (eq. 4.9) with the analytical solution (eq. 4.7) 

for 500 random parameter combinations of aperture, porosity, total time, plume 

duration, aqueous diffusion coefficient, and distribution coefficient. Top: scatter plot of 

analytical solutions against approximations; bottom: relative concentration vs. the 

distance along the fracture of the peak derived analytically (circles) and approximated 

(stars); symbols are connected via a blue line to clarify corresponding results.  

4.3.2. MODEL PREDICTIONS UNDER UNCERTAINTY 

From a practical point of view, the critical characteristics of the sorptive compound’s 

breakthrough curve are peak concentration and the time after the concentration 

finally drops below the groundwater legal limit (= threshold concentration Cth ) (Farlin 

et al. 2022). While the peak concentration only depends on the duration of the input 
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and time (eq. 4.9), the peak location depends on retardation (eq. 4.10, i.e. sorption, 

effective diffusion , velocity and aperture). As all relevant parameters can be 

estimated only with more or less uncertainty in the field, stochastic model predictions 

are required. Assuming sorption coefficients determined in the lab can be quantified 

sufficiently well, we consider solute input concentration, fracture half-aperture, and 

porosity as the most uncertain parameters (Table 4.1).  

Table 4.1. Transport parameter and ranges for stochastic estimates  

Parameter Value Unit 

Deterministic parameters 

Aqueous diffusion coefficient Daq 4.8  10-10 m2 s-1 

Input duration t0 33 years 

Distribution coefficient, Shoal Kd 6.4 l kg-1 

Distribution coefficient, 

Tempestite 
Kd 8.5 l kg-1 

Distribution coefficient, Basinal Kd 34 l kg-1 

Probablistic parameters 

Fracture half-aperture  a 5  10-5 to 5  10-4 m 

Input concentration Cin >0.1 to 10 µg l-1 

Porosity, Shoal ε 0.1 to 0.3 - 

Porosity, Tempestite ε 0.01 to 0.1 - 

Porosity, Basinal ε 0.01 to 0.05 - 

With given ranges of uncertain parameters (a, Cin, ε) normalized to the range [0, 1], a 

3-dimensional Halton sequence with the targeted ensemble size of 10000 elements 

was generated. Each ensemble member included solute concentration 𝐶(𝜏, 𝑡) where 

travel time 𝜏 is a proxy of distance reducing the influence of the aperture (please see 

eq. 10 for the parameter dependencies), and t>64 refers to the time from the atrazine 

application in 1958 until 2022 (please see Fig. 4.9 and Appendix for illustration). 

Results were analysed with respect to three questions listed below. 
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Q1) Will the concentration exceed the legal limit (binary answer)? 

Model runs are first evaluated with respect to the question of whether concentrations 

at a certain location/travel time will exceed the legal limit value (for Atrazine in 

Germany: Cth = 0.1 µg l-1) in the future or not. Evaluation is binary, if concentration 

𝐶(𝜏∗, 𝑡 > 𝑡𝑃) for a certain travel time 𝜏∗ will exceed the limit, the evaluation results in 

answer 𝐴1(𝜏
∗) = 1, otherwise in 𝐴1(𝜏

∗) = 0.  

Q2) Will the concentration decline (binary answer)? 

Thanks to the unimodality of the concentration breakthrough curve, concentrations 

monotonically decrease after the peak passed by (Fig. 4.8). Answers to question Q2 

are easily determined with the help of the travel time of the concentration peak at 

present time 𝜏𝑝𝑒𝑎𝑘(𝑡𝑃): 𝐴2(𝜏
∗) = 0 ∀ 𝜏∗ > 𝜏𝑝𝑒𝑎𝑘(𝑡𝑃) and 𝐴2(𝜏

∗) = 1 ∀ 𝜏∗ ≤ 𝜏𝑝𝑒𝑎𝑘(𝑡𝑃). 

Q3). If the concentration in the fracture now (2022) exceeds the legal limit Cth, 

how long will it take to drop below it (C < Cth)? 

For the range of travel time where the concentration exceeds the legal limit, the 

expected time ∆𝑡𝑑 until the concentration will drop below Cth is calculated.  

The ensemble of answers A1 and A2 is expressed in terms of facies-specific 

probabilities P(A1(𝜏)=1) and P(A2(𝜏)=1), evaluations of recovery period ∆𝑡𝑑 are given 

as distributions.  
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Figure 4.8. Illustration of the breakthrough curve analysis by means of two exemplary 

breakthrough curves: red - concentration in 2022 is still exceeding the legal limit (A1 = 

1), the peak concentration has already passed (A2 = 1) and it will take ∆𝑡𝑑 = 13 years 

(2035) until the legal limit is reached (parameter set: a = 1 mm, ε = 0.5 %, t0 = 33 

years, t = 64 years, x = 3 m, Kd = 6 L kg-1, Daq =4.8  10-10 m2 s-1).blue: concentration 

in 2022 is below the legal limit (A1 = 0), but the peak concentration is still to come (A2 

= 0), although it will not exceed the limit (parameter set: a = 0.05 mm, ε = 1 %, t0 = 33 

years, t = 64 years, x = 3 m, Kd = 6 L kg-1, Daq =4.8  10-10 m2 s-1). 

 

4.4. RESULTS AND DISCUSSION  

4.4.1. STOCHASTIC ANALYSIS 

Answers A1 and A2, and recovery period ∆𝑡𝑑 were computed for an ensemble of 

10000 relevant model parameter settings for every rock facies type. Travel time was 

split in the interval 0.01 ≤ 𝜏 ≤ 3 years into 20 steps, logarithmically increasing from 

0.01 years to a maximum step size of 1 year for 𝜏 ≥ 3 years. Probabilities P(A1(𝜏)=1) 

and P(A2(𝜏)=1) are depicted in Fig. 4.10.  
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In all facies types, the highest probability to exceed the legal limit after 2022 refers to 

the “young” water. The groundwater with longer travel times will stay below the legal 

limit. Although this generally holds for all rock facies, it is most distinct for the Shoal 

facies. In Shoal, high matrix porosity leads to high atrazine attenuation in the rock 

matrix. As a result, already close to the fracture inlet the concentration will stay below 

Cth for travel times longer than 0.6 years (Fig. 4.10, left graph, solid line). For travel 

times larger than 0.2 years the peak concentration may still come in the future (Fig. 

4.10, left graph, dashed line) but will most likely not exceed Cth (as P(A1) is 

reasonably low for 𝜏 > 1).  

In Tempestite, the concentration peak passed already for 𝜏 < 2 years (Fig. 4.10, 

middle graph) and is to come for larger travel times. At the same time, the probability 

of reaching Cth for travel time between 2 and 6 years stays low (Fig. 4.10, middle 

graph). Similar relationships with lower solute attenuation are expected for the 

Basinal facies (Fig. 4.10, right graph). Thus, for travel times of up to 2 years the legal 

limit may be exceeded. Differences between Basinal and Tempestite are mainly due 

to the Kd value, which is almost four times higher in Basinal than in Tempestite facies 

types (Table 4.1). A comparison of results in Shoal and Tempestite reveals the 

significant control of the matrix porosity on solute transport. Though having similar Kd 

values, facies types show significant differences in the values of probability to exceed 

the legal limit. 

 

Figure 4.10. Facies type-dependent probabilities of exceeding the legal limit 

concentration for atrazine in 2022 in groundwater (Cth = 0.1 µg l-1, solid line and of 

declining concentrations (dashed line) as a function of travel time for Shoal (left), 

Tempestite (middle) and Basinal (right) rock facies types.  

 

While the probability to exceed the legal limit reflects the risk of atrazine 

contamination at a certain travel time, the recovery period ∆𝑡𝑑 reveals the severity of 
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the contamination. If exceeding the atrazine concentration is highly likely (based on 

probabilities, see Fig.4.10), then the recovery period refers to the intensity of 

contamination and duration of corresponding recovery time. Therefore, the duration 

of the recovery is depicted against the probability of atrazine exceedance in the 

groundwater for Shoal, Tempestite and Basinal facies types (Fig. 4.11, left to right).  

In all facies types, recovery durations have a tendency to the same value at P(A1) = 

0.  The recovery duration varies only slightly in the range of hundreds of years for the 

probability less than 70%. For probabilities larger than 70 %, the recovery duration is 

inversely proportional to the probability. The minimum recovery duration 

corresponding to the probability of 90%, is 30-60 years. The width of possible 

recovery durations at a given probability value is verying between facies types. 

The largest variability of the recovery period relates to the Tempestite facies type 

(Fig.4.11, right) due to the highest porosity variability (and therefore, highest 

uncertainty). If atrazine in groundwater likely exceed the legal limit, i.e. if P(A1=1) is 

close to 100% (which corresponds to travel times of only a few months, see. Fig. 

4.10), the expected length of the recovery period, ∆𝑡𝑑, ranges between 20 years 

(Tempestite and Basinal) and 50 years (Shoal). 

 

Figure 4.11. Aquifer recovery period in terms of facies type-specific probability of time 

∆𝑡𝑑 until atrazine concentration will drop as a function of probabilities of exceeding 

the legal limit concentration for atrazine in groundwater for Shoal (left, Kd = 6.4 l kg-1, 

𝜀 ∈ [10 %; 30 %]), Tempestite (middle, Kd = 8.5 l kg-1, 𝜀 ∈ [1 %; 10 %]) and Basinal 

(right Kd = 34 l kg-1, 𝜀 ∈ [1 %; 5 %]) facies types. Deep brown, green and yellow lines 

denote the confidence levels of 50%, 70% and 90% accordingly. 
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4.4.2.  LIMITATIONS IN APPLICABILITY TO REAL CATCHMENTS 

The description of solute transport of a sorptive compound in a fractured aquifer 

using a travel time-based analytical solution for transport in a single fracture shows to 

be a computationally very efficient tool to develop a more specific picture of the 

behaviour of legacy compounds like atrazine in fractured rock. Using a simplified 

single fracture model, the focus is set to the reactive part of the problem and the 

sensitivity to corresponding parameters. The fate and behaviour of legacy 

compounds in real fractured rock aquifers, however, is also governed by the 

particular groundwater flow conditions resulting from the heterogeneity of aquifer 

properties and given hydraulic boundary conditions and forcing. Water quality 

predictions for real locations such as water supply wells are only possible if this 

hydraulics can be described in the model. 

In a travel time-based model framework, this is done by means of a probability 

density function (pdf) of travel time (e.g., Cirpka and Kitanidis, 2000; Petrova et al. 

2022), which quantifies the mixing of water in the well that has travelled along 

different streamtubes. Given such pdf of travel time for the location of interest, the 

risk (probability) of unacceptable atrazine contamination can be simulated by 

convolution of this PDF with the probability profile of exceeding the legal limit 

concentration for atrazine in groundwater (Fig. 10). 

The problem is that – at best – only mean or average travel time can be derived in 

terms of apparent groundwater age from isotopic data (Suckow, 2014). However, the 

mixing of water cannot be measured or reliably quantified in any other way (note that 

even tracer tests wouldn’t reflect the real situation of solutes being applied on large 

areas in agriculture). This lack of information may be partly overcome by using 

parametric pdf such as gamma distributions (Petrova et al. 2022). This is why, 

despite the difficulties described above, we see a potential for using the herein 

derived probability curves (Fig. 10) for atrazine transport assessment. 

The presented model is accounting for aquifers where no relevant microbial 

degradation of atrazine occurs in the saturated zone. However, any microbial 

degradation that take place in the unsaturated zone (including dechlorination, 

dealkylation, hydroxylation and ring cleavage (Shuwen et al, 2021)) and may 

effectively attenuate atrazine concentration (Beegum et al., 2020) is considered in 
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the definition of the model’s boundary condition, namely the definition of the atrazine 

input concentration in the recharge entering the saturated zone. A detailed 

knowledge of the atrazine degradation pathways in the subsurface would reduce the 

uncertainty of the current model by defining narrower range of the boundary condition 

(input concentration, Tab. 1). .  

Any spatial variability of this concentration, however, cannot be taken into 

account. Such variability may result from spatial heterogeneity of soil characteristics, 

variablity in land surface characteristics, and spatially differentiated application of 

atrazine, as well as from spatially variable hydraulics in the vadose zone. As we 

believe that it is vitally impossible to reliably estimate atrazine concentration in 

recharge to groundwater in a spatially differentiated way on the catchment scale, we 

address atrazine input concentration as uncertain model input parameter with a 

rather broad range of possible values (Table 1).  

Noticeably, if atrazine degradation in the saturated zone of the aquifer cannot 

be considered negligible, another solution instead of eq. 8-10 must be considered. 

Due to the large time scale, even small degradation rates (i.e. half-life in the order of 

years) may remarkably decrease atrazine concentration (e.g., Sidborn, 2007). This 

would lower the risk of exceeding the legal limit concentration for atrazine. Probability 

profiles shown in Fig. 10 will be shifted to the left. 

 

4.5. CONCLUSIONS  

The stochastic analysis of pesticide transport in a fractured Muschelkalk aquifer is 

summarized in the following conclusions: 

● Sorption of the atrazine in the Muschelkalk aquifer is almost linear and fairly 

similar in all facies (Kd values in the range 6.4 - 34.3 l kg-1). Larger differences 

are observed for matrix porosities (ε = 0.1 - 0.3 for the Tempestite and ε = 0.01 

- 0.05 for the Basinal facies), which strongly influence the effective diffusivity in 

rock matrix (De = ε2.2). 

● Newly derived approximations for maximum concentration and corresponding 

travel distance of the peak reflect and clarify parametric dependencies of 

pesticide transport in fractured systems. 
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● The approximations could be applied to any other legacy compound as well. 

Higher risks can be anticipated for compounds that have been applied over a 

longer application period than atrazine and/or at a higher input concentration 

in relation to the legal limit (e.g., chlorinated hydrocarbons). 

● Maximum pesticide concentration in the fracture depends only on the ratio of 

input time to total time, whereas the retardation of the peak increases with the 

square root of time and is inverse proportional to the aperture.  

● Fracture aperture and porosity are the most sensitive transport parameters 

followed by sorption and aqueous diffusion coefficients. Fractures with small 

apertures lead to slow transport and high attenuation of the peak 

concentration. 

● Although the atrazine application stopped in 1991, increasing concentrations 

have to be expected in fractures with groundwater travel times of less than 0.6 

- 2 years due to slow mass exchange and storage within the rock matrix. 

● All Muschelkalk facies types will likely exhibit atrazine concentrations below 

legal limit of 0.1 µg l-1 if groundwater travel time exceeds 2 years. In the view 

of the mean travel times estimated for the wells in the Ammer catchment 

which are in the order decades (Petrova et al. 2022), that implies very low 

probability to exceed the legal limit. On the other side, locations with the mean 

travel times up to 2 years deserve an increased attention in terms of the 

atrazine concentration increase. 

● If the legal limit of the concentration is exceeded at a given location, it will take 

most likely centuries for recovery.  

● The curves of the probability of both legal limit exceedance and concentration 

decline (Fig. 4.10) may be used as a reaction curve in catchment-scale travel 

time-based modeling (see, e.g., Petrova et al. 2022).  
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APPENDIX. STOCHASTIC ANALYSIS OF ATRAZINE BREAKTHROUGH 

CURVES 

Monte-Carlo sampling of parameter settings according to the given parameter ranges 

(Table 4.1) was done using a quasirandom Halton sequence (Halton, 1960) as 

provided by the haltonset function in MATLAB according to Kocis and Whiten (1997). 

Figures A.1a-A.1e show results for facies type Tempestite for a selection of distinct 

values of travel time. Please note that – to obtain a clear representation – only 200 

model runs are considered here (results displayed in the main part are based on 

10000 runs). With regard to answers to question Q1 (see section 4.3.2), obviously, 

most of the breakthrough curves exceed the legal limit value at small travel time, 

whereas barely any does so at the larger travel times. At the same time, at the early 

travel times most of the breakthrough curves is on the declining part, and this is 

changing for the travel time from τ = 2 years onwards. The result of the conversion to 

the probabilities of obtaining a positive answer to questions 1 and 2 is shown in Fig. 

A.4.1f curve ensembles for several representative travel time distances (Fig.A.4.1.). 

 

Figure A.4.1. a-e: an ensemble of random 200 atrazine breakthrough curves 

increasing travel times from 0.1 to 6 years; the red horizontal line denotes to the 

drinking water legal limit Cth; the dashed vertical lines represent 64 years (year 2022); 

bottom-right – corresponding probabilities of exceeding the legal limit concentration 

for atrazine in 2022 in groundwater (circles) and of declining concentrations (stars) as 

a function of travel time.  
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OVERALL CONCLUSIONS AND OUTLOOK 

 

All parts of this thesis aimed to study the reactive transport of solutes and 

reduce parametric uncertainty in a fractured aquifer. By performing numerical 

modeling, we present a detailed investigation to provide a better understanding of the 

redox and reactive processes in two-dimensional fractured media. Verified with field 

observations and measurements of nitrate, atrazine, groundwater age isotopes, and 

sorption coefficients of different facies of the aquifer, numerical models were 

employed to provide insights into pore size-limited denitrification, groundwater age 

distributions, and atrazine transport in a fractured limestone aquifer (Muschelkalk). 

Based on the conceptual model of fully coupled travel time-based reactive transport 

simulations, this work tries to link explicitly geochemical processes in the fractured 

system to the assessment of parameter uncertainty. Stochastic simulation of reactive 

transport facilitated by a spatially implicit approach of the travel time was a helpful 

combination for obtaining new knowledge about the Muschelkalk fractured aquifer 

system. At the same time, the work highlights that sophisticated mechanistic 

modeling is necessary for the correct reflection of the multicomponent diffusion and 

redox reactions in fractured aquifers. Addressing uncertainty was done by accounting 

for multiple components within a stochastic framework for age tracers considering 

different scenarios developed for nitrate and a probabilistic network for trend 

prediction of atrazine. 

In more details, the main outcomes of this work can be summarized as 

follows: 

- Age tracers - isotopes. The necessity of using reactive transport 

models of isotopes instead of the commonly used analytical equation to estimate 

groundwater age was confirmed by comparing advective and estimated groundwater 

age in the fracture. Surrogate modeling, specifically, Gaussian Processes Emulation 

was employed for pre-selection of isotope model parameters Multiobjective 

stochastic optimization of groundwater isotopes resulted in estimates of groundwater 

ages of the Muschelkalk to vary from 1 to 62 years. The majority of locations indicate 

groundwater captured from the micritic limestone facies with porosity of less than 5 % 

and large fractures. Although both, repeated measurements of the same component 
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and single measurements of different components can assist in uncertainty reduction, 

using multiple components provided narrower posterior distributions for the isotope 

study. Considering a second and a third tracer helps to reduce the uncertainty in the 

mean travel time by a factor of 2 - 5 and to get rid of the bimodality in posterior 

distributions. Worth mentioning that using several components of different reactive 

behavior and origins helps to reduce a possible conceptual bias compared to using 

just one component. This holds, of course, only when no additional uncertainty was 

introduced by the parameterization of the new component. The study confirmed that 

surrogate modeling is a helpful tool for pre-evaluating of the parameter combinations 

and finally leads to successful model outcomes. Besides travel time distributions, a 

good guess about possible porosity and fracture apertures can be deduced from the 

simulation results for each location. Within the Muschelkalk aquifer, however, it 

seems that there is not a single effective porosity and aperture value that can be 

used to describe reactive transport within the Ammer river catchment. 

- Nitrate. This work for the first time confirmed the hypothesis of 

sufficient denitrification even if limited solely to the fracture with a supply of electron 

donors by diffusion out of the rock matrix. Careful parameterization of the 

geochemistry and reaction system, as well as facies-specific porosity and 

amounts/distribution of iron-bearing minerals and fracture apertures, are essential for 

the correct quantification of denitrification. It is also important to distinguish between 

concentrations of different iron-bearing minerals, for example, pyrite and siderite (and 

saddle dolomites). Model calibration should be then performed by applying the 

posterior parameter distributions of the travel time, mixing, aperture and porosities, 

and can be coupled as a reactive curve for the spatially explicit simulation results. A 

further remarkable research destination could comprise grain-scale simulations of the 

rock matrix evolution under denitrification and pyrite oxidation conditions, and the use 

of secondary minerals such as different iron hydroxides as fingerprints of the rock 

corrosion. Some uncertainty of the mineral distributions in the rock matrix, armoring 

of the mineral surface, additional minerals inhabiting the fracture, and being freely 

available for bacteria, need to be explored. 

Legacy compounds – atrazine. Analytical approximations of the travel 

distance and value of the maximum concentration developed in this work reflect the 

sensitivity of the sorptive compound transport to physical and chemical parameters. 
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Stochastic simulations based on the analytical solution of the transport equation and 

parameter ranges of the Muschelkalk aquifer allowed us to work out the most 

sensitive parameters for the atrazine transport. The aperture value is one of the most 

influential yet most uncertain in time-space variability parameters. However, based 

on the available analytical solutions and the time window of interest (10-1000 years), 

relevant aperture values are likely to vary within a quite narrow range (0.1-0.5 mm). 

On the other side, a combination of the cubic law and the available fracture aperture 

range within the catchment results in a rather young possible advective travel time 

which is generally confirmed by the isotope groundwater age estimates. Interestingly, 

the value of the maximum relative concentration of a sorptive compound depends 

only on the duration of the plume and the model time. Measured atrazine isotherms 

in all three facies types of the Muschelkalk aquifer in the Ammer catchment reflect 

almost linear sorption. Stochastic simulations of the Muschelkalk aquifer resulted in a 

series of ensemble-based model predictions. Due to the mass exchange with the 

rock matrix, only very young groundwater with travel times less than 5 years is likely 

to exceed threshold values of atrazine in all facies types. Although sorption 

coefficients and porosity are varying within three described rock facies types, in all of 

them, if the measured concentration in 2022 exceeds the legal limit (which could 

happen with relatively young groundwater and with sufficiently high input 

concentration), it will take centuries until the concentration is decreased under the 

limit. This conclusion might serve as an alarm for careful consideration when applying 

and/or allowing leachate of the pesticides and other sorptive contaminants in the 

groundwater. For example, in the case of DNAPL contamination where input 

concentration is a factor 1000 above the legal limit, increases in natural remediation 

time are 250t0.  

Considering achievements and challenges of this work, further suggestions 

on the advance of the research in this area include: 

- Conceptual model selection. As noticed above, a detailed and unique 

parameterization of the geochemical model on a catchment scale seems to be close 

to impossible. At the same time, proper groundwater management demands concrete 

knowledge about the hydrosystem functioning on the catchment scale. Generally 

saying, the golden cut between model complexity and uncertainty needs to be 

established for any type of modeling task (compound, reactions to being considered, 
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input scenarios, and rhythms). Scenario testing of the nitrate model has particularly 

highlighted the importance of careful conceptual model selection. 

- Model upscaling/multiscaling. The current challenge of the model 

upscaling is a global issue for any natural system. We am deeply convinced that 

current IT-inspired techniques (AI, ML, GPE, data assimilation) along with the 

empowerment of computational technologies will make a step forward in the next 

years. This still comes with a price: the correctness of the AI technology, just like with 

the modeling, depends massively on the modeler’s profile: discipline-fitting education, 

experience, and background. Besides computational costs, a deeper view of the 

scale-relevant physical processes is required along with keeping the eye on the mass 

balance conservation. 

- Technological development. As confirmed in this work, physics-based 

modelling accounting for relevant reactive transport processes is decisive for model 

predictions. Although comprehensive characterization of fractured aquifers on the 

catchment scale is an expensive goal and is likely unreachable, computational 

technology was advancing considerably in the last decades, creating new methods 

involving machine learning and big data analysis. Conventional time-space explicit 

modelling seems to be even more demanding than different reality analogues like 

replacing the coordinate with the travel time, applying surrogates for pre-evaluation or 

sensitivity analysis, or cellular automata-based modelling based on the mass balance 

computation. At the moment, however, this task is only feasible within high 

computational capacity (e.g. supercomputing) and is not available for the wide 

auditory of practitioners and scientists. 

- Advances in common data management. Possible development of 

the data management and availability, and establishment of free access to 

information (open source software, free access to the research data management 

and scientific papers) within a uniformly organized data framework would significantly 

improve the modeling quality by creating data abundance. If more data in common 

formatting is available, the modern tools could be used to improve the performance of 

the models and bridge the interdisciplinary gap for creating integrated hydro system 

models.  

- Openness, acceptance and encouragement to interdisciplinary 

research. Whereas creating a global database network and developing 
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computational tools seems to be a predictable continuation of the (geo)science 

development, the integrative part requires fruitful communication between different 

scientific fields, to improve the quality of a single modeler and the modeling 

community. I am deeply convinced that the scientific community will profit from being 

more integrated and collaborative, and it is hard to say which factor – a collaborative 

community of interdisciplinary researchers or advances in computational 

technologies, is more important. The first factor prioritizes cross-scientific interaction, 

data sharing, and connection of different scientific directions over the technological 

progress, and tends to overtake it. 

The attempt to connect detailed hydrogeochemical modelling with catchment-

scale travel time models with a detour to the universe of stochastic modelling was our 

small contribution. 
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SUPPLEMENTARY MATERIALS 

 

SUPPLEMENTARY MATERIAL 1. COMPOUNDS AND MINERALS 

CONCENTRATION DISTRIBUTION IN THE MODEL DOMAIN AT 

THE START (SIMULATION TIME T = 10000 YEARS) AND THE END (T 

= 10100 YEARS) OF NITRATE INPUT FOR THE REFERENCE MODEL 

SCENARIO. 

TRAVEL TIME-BASED MODELLING OF NITRATE REDUCTION IN A 

FRACTURED LIMESTONE AQUIFER BY PYRITE AND IRON CARBONATES 

UNDER PORE SIZE LIMITATION 

 

 

Compounds and minerals concentration distribution in the model domain at 

the start (simulation time t = 10000 years) and the end (t = 10100 years) of 

nitrate input for the reference model scenario. 
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1 Conditions at the start of the nitrate input (after 10 000 years of 

oxygen ingress) 

 

Fig. S.M.1 .1.1 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years): concentration distribution of O2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .1.2 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years): concentration distribution of Fe2+ [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.1 .1.3 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .1.4 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years): concentration distribution of pH in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.1 .1.5 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years): distribution of pyrite in the model domain close to the fracture 

(0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .1.6 Simulation results for the reference scenario after 10000 years O2 

input (t = 10000 years):: distribution of siderite [Vol.%] in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 
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.2 Concentration in the rock matrix after 100 years of NO3
- input 

 

Fig. S.M.1 .2.1 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of O2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .2.2 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of Fe2+ [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.1 .2.3 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .2.4 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of Conservative tracer [mol/l] in the 

model domain close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.1 .2.5 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of NO3
- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .2.6 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of N2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 



132 

 

 

 

 

Fig. S.M.1 .2.7 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): concentration distribution of pH in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.1 .2.8 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): distribution of pyrite in the model domain close to the fracture 

(0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.1 .2.9 Simulation results for the reference scenario after 100 years NO3
- 

input (t = 10100 years): distribution of siderite in the model domain close to the 

fracture (0 m ≤ z ≤ 0.1 m) 
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SUPPLEMENTARY MATERIAL 2. COMPOUNDS AND MINERALS 

CONCENTRATION DISTRIBUTION IN THE MODEL DOMAIN AT 

THE START (SIMULATION TIME T = 10000 YEARS) AND THE END (T 

= 10100 YEARS) OF NITRATE INPUT FOR THE ‘SINGLE-MINERAL’ 

MODEL SCENARIO CONSIDERING PYRITE AS ELECTRON DONOR. 

 

TRAVEL TIME-BASED MODELLING OF NITRATE REDUCTION IN A 

FRACTURED LIMESTONE AQUIFER BY PYRITE AND IRON CARBONATES 

UNDER PORE SIZE LIMITATION 

 

 

Scenario tests whether non-biotic oxidation of pyrite alone provides enough Fe2+ to 

the fracture to attenuate nitrate. Pyrite is the only source of the electron donor in the 

system. Pyrite oxidation results in the consumption of oxygen already at the inlet and 

oxygen penetrates only a few cm into the rock matrix even after preconditioning for 

10000 a as in the base scenario. In the fracture oxygen is depleted already after 5 

years of travel time (Fig. A.1, S.M. 10). Fe2+ diffuses from the matrix to the fracture 

and potentially reacts with NO3
-
 (Fig. A.1). However, the flux of Fe2+ into the fracture 

in this scenario is far too low and does not lead to a significant nitrate reduction. Thus 

NO3
- behaves almost like an conservative tracer being only slighty retarded by 

diffusion into the matrix. Ferrihydrite coatings are produced as a result of pyrite 

oxidation, but the volume is quite low and amouts to less than 0.1% of the aperture 

width (after 10000 a in the first 5 a of residence time). Goethite precipitation as 

further product of the reaction of Fe with nitrate is even lower. 
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.1 Conditions at the start of the nitrate input (after 10 000 years of 

oxygen ingress) 

 

Fig. S.M.2 .1.1 Simulation results for scenario ‘only-pyrite’ after 10000 years O2 input 

(t = 10000 years): concentration distribution of O2 [mol/l] in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.2 .1.2 Simulation results for scenario ‘only-pyrite’ after 10000 years O2 input 

(t = 10000 years): concentration distribution of Fe2+ [mol/l] in the model domain close 

to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.2 .1.3 Simulation results for scenario ‘only-pyrite’ after 10000 years O2 input 

(t = 10000 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

 

Fig. S.M.2 .1.4 Simulation results for scenario ‘only-pyrite’ after 10000 years O2 input 

(t = 10000 years): concentration distribution of pyrite [Vol.%] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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.2 Conditions after 100 years of NO3
- input 

 

Fig. S.M.2 .2.1 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of O2 [mol/l] in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.2 .2.2 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of Fe2+ [mol/l] in the model domain close 

to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.2 .2.3 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.2 .2.4 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of Conservative tracer [mol/l] in the 

model domain close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.2 .2.5 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of NO3
- [mol/l] in the model domain close 

to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.2 .2.6 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of N2 [mol/l] in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.2 .2.7 Simulation results for scenario ‘only-pyrite’ after 100 years NO3
- input 

(t = 10100 years): concentration distribution of pH in the model domain close to the 

fracture (0 m ≤ z ≤ 0.1 m) 
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SUPPLEMENTARY MATERIAL 3. COMPOUNDS AND MINERALS 

CONCENTRATION DISTRIBUTION IN THE MODEL DOMAIN AT 

THE START (SIMULATION TIME T = 10000 YEARS) AND THE END (T 

= 10100 YEARS) OF NITRATE INPUT FOR THE ‘SINGLE-MINERAL’ 

MODEL SCENARIO CONSIDERING SIDERITE AS ELECTRON 

DONOR. 

 

TRAVEL TIME-BASED MODELLING OF NITRATE REDUCTION IN A 

FRACTURED LIMESTONE AQUIFER BY PYRITE AND IRON CARBONATES 

UNDER PORE SIZE LIMITATION 

 

 

Siderite is the only iron-bearing mineral. Dissolution of siderite is not stimulated by 

pyrite oxidation and produced Fe2+ does not lead to significant consumption of 

oxygen in the rock matrix and after the preconditioning time oxygen concentrations 

are high throughout the rock matrix. Oxidation of Fe2+ leads to some ferrihydrite 

precipitation in the fracture and releases H+. In this scenario, the oxygen 

concentration at the beginning of nitrate input is considerably high in the entire model 

domain and thus denitrification is suppressed and nitrate behaves again as a 

conservative tracer. 
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.1 Conditions at the start of the nitrate input (after 10 000 years of 

oxygen ingress) 

 

Fig. S.M.3 .1.1 Simulation results for scenario ‘only-siderite’ after 10000 years O2 

input (t = 10000 years): concentration distribution of O2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .1.2 Simulation results for scenario ‘only-siderite’ after 10000 years O2 

input (t = 10000 years): concentration distribution of Fe2+ [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.3 .1.3 Simulation results for scenario ‘only-siderite’ after 10000 years O2 

input (t = 10000 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .1.4 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): distribution of siderite [Vol.] in the model domain close to the 

fracture (0 m ≤ z ≤ 0.1 m) 
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.2 Conditions after 100 years of NO3
- input 

 

Fig. S.M.3 .2.1 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of O2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .2.2 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of Fe2+ [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.3 .2.3 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of SO4
2- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .2.4 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of Conservative tracer [mol/l] in the 

model domain close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.3 .2.5 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of NO3
- [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .2.6 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of N2 [mol/l] in the model domain 

close to the fracture (0 m ≤ z ≤ 0.1 m) 
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Fig. S.M.3 .2.7 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): concentration distribution of pH in the model domain close to 

the fracture (0 m ≤ z ≤ 0.1 m) 

 

Fig. S.M.3 .2.8 Simulation results for scenario ‘only-siderite’ after 100 years NO3
- 

input (t = 10100 years): Secondary minerals volumetric content (ferrihydrite and 

goethite representing reactions with oxygen and nitrate, respectively) in the fracture 
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SUPPLEMENTARY MATERIAL 4 POSTERIOR DISTRIBUTION OF 

MODEL PARAMETERS FOR STOCHASTIC MONO- AND MULTI 

ISOTOPE MODELLING ESTIMATED IN EACH LOCATION 

 

ENHANCING RELIABILITY OF ESTIMATED TRAVEL TIME DISTRIBUTIONS 

USING MULTI-ISOTOPE MODEL OPTIMISATION 

 

 Posterior distribution of model parameters for stochastic mono- and 

multi isotope modelling estimated in each location. Compilation of figures. 
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SUPPLEMENTARY MATERIAL 5. POSTERIOR DISTRIBUTIONS OF 

THE MEAN TRAVEL TIME FOR STOCHASTIC MONO- AND MULTI- 

ISOTOPE MODELLING ESTIMATED IN EACH LOCATION 

 

ENHANCING RELIABILITY OF ESTIMATED TRAVEL TIME 

DISTRIBUTIONS USING MULTI-ISOTOPE MODEL OPTIMISATION 

 

 Posterior distributions of the mean travel time for stochastic mono- and 

multi- isotope modelling estimated in each location. Compilation of figures. 
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SUPPLEMENTARY MATERIAL 6. POSTERIOR DISTRIBUTION OF 

APERTURE AND POROSITY FOR STOCHASTIC MONO- AND MULTI 

ISOTOPE MODELLING ESTIMATED IN EACH LOCATION 

 

ENHANCING RELIABILITY OF ESTIMATED TRAVEL TIME DISTRIBUTIONS 

USING MULTI-ISOTOPE MODEL OPTIMISATION 

 

 Posterior distribution of aperture and porosity for stochastic mono- and 

multi isotope modelling estimated in each location. Compilation of figures. 
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