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Abstract

The study of erosion is motivated by the prediction and prevention of soil loss from agricultural lands,
the rehabilitation of mining and hazardous waste sites and to improve our understanding of the Earth
surface response to changing climate and anthropogenic land use. This dissertation contributes to our
understanding of erosion by investigating the effects of unsaturated zone hydrologic processes, rainfall
distribution, and vegetation on erosion in the catchment scale. Methods used in this study include
an integrated surface and subsurface hydrological model augmented with a sediment transport model
for fluvial sediment transport. The hydrology model solves the diffusive wave equation on the surface
and Richards equation in the subsurface domain, with an exchange water flux term that couples the
surface and subsurface. Sediment transport is calculated using water depth on the surface which couples
sediment transport and hydrological processes. This coupling of sediment transport with hydrology allows
investigation of the parameters that govern the hydrologic response of the catchment and their relation to
erosion. The surface topography is updated at short regular intervals so that the flow fields accommodate
the new topography and the system co-evolves in time. The coupling of erosion to the surface water flux
allows an accurate prediction of hill-slope and river channel erosion for the scenarios investigated in this
study. The coupled hydrologic and erosion models are used to evaluate three hypotheses. The effects of
variations in the precipitation times series with a fixed annual precipitation on the surface erosion are
investigated in the first hypothesis. Results indicate a large difference in model predicted erosion rates
for variations in precipitation intensity, duration and dry intervals. More specifically, increase of mean
intensity by multiple of two can increase bed shear stress by about 10%. The spatial distribution of
the erosion is also shown to be dependent on the precipitation patterns. The high intensity and longer
duration events produce erosion throughout the catchment. High intensity and short duration events
produce large bed shear on the upstream regions where the slopes are steeper. The low intensity, longer
duration and shorter dry intervals do not produce a significant amount of bed shear stress anywhere in

the catchment as the precipitation mostly evaporates or infiltrates into the subsurface.

The second hypothesis investigates the effects of vegetation cover and duration of the growth season
on the erosion and bed-load discharge from the catchment. Simulations with identical climate and
hydrological properties were conducted with different forest vegetations that have different patterns of
growth, canopy size and root depth. The forest types studied are categorized as forests containing
mostly Deciduous, Coniferous and Hardwood trees. Changes in the canopy density affect the surface
albedo and potential evapotranspiration. Results indicate that the ground water table elevation changes
and responds differently for each vegetation type. At the growth season, the water table in the Deciduous
forest is about 0.5m lower than Coniferous water table depth. The transpiration of the plants affect the
subsurface levels and runoff generation mechanism change accordingly. It is shown that the Hardwood

forests discharge about 5% less sediment than the Deciduous or Coniferous forests. The third hypothesis
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investigates the effects of the climate change and anthropogenic induced reduction in the vegetation
density on erosion. This hypothesis is evaluated by wild fire and logging induced reduction of canopy
size. The reduction in canopy changes hydrological response of the catchment and subsequently the
erosion and sediment transport are affected. Results indicate that a reduction of canopy size due to
fire or logging affects the subsurface water table, runoff generation and bank storage. These hydrologic
changes facilitate faster groundwater response in the subsequent rains and increase erosion rates by 12%
to 15% for leaf area index changes of 50% in logging scenarios. Furthermore, results demonstrate that
the affects of canopy size reduction are not homogeneous throughout the catchment. Taken together,
the results from investigation of these three hypotheses show that variations in the subsurface flow field
due to different climate or vegetation change scenarios are sufficiently large enough to influence both
runoff generation on hill- slopes, and subsurface contributions to river discharge. The combined effects of
canopy and evapotranspiration change, surface and top soil evaporation determine the amount of runoff

and therefore control the erosion rates in the catchment.



Zusammenfassung

Die Untersuchung von Erosion ist motiviert durch die Vorhersage und Verhinderung von Bodenver-
lust auf landwirtschaftlichen Fliachen, die Sanierung von Bergbau- und Altlaststandorten und um unser
Verstandnis der Reaktion der Erdoberflache auf Veranderungen im Klima sowie in der anthropogenen
Landnutzung zu verbessern. Diese Dissertation trégt zu unserem Verstandnis der Erosion bei, indem sie
die Auswirkungen der hydrologischen Prozesse in der ungeséttigten Zone, der Niederschlagsverteilung
und der Vegetation auf Erosion auf Einzugsgebietsskala untersucht. Die Methoden, die in dieser Studie
verwendet werden, umfassen ein integriertes Grundwasser-Oberflichenwasser-Modell ergdnzt um ein
Sedimenttransportmodell fiir Flusssedimenttransport. Das hydrologische Modell 16st die Diffusions-
Wellengleichung auf der Oberflache und die Richards-Gleichung im Boden, mit einem Wasseraustausch-
Term, der Oberfliche und Boden koppelt. Sedimenttransport wird berechnet mit Hilfe der Wasser-
tiefe auf der Oberflache, die den Sedimenttransport mit den hydrologischen Prozessen koppelt. Diese
Kopplung von Sedimenttransport und Hydrologie ermoglicht es, die Parameter zu untersuchen, die
die hydrologische Reaktion des Einzugsgebietes bestimmen sowie deren Beziehung zur Erosion. Die
Oberflichentopographie wird in kurzen regelméfiigen Absténden aktualisiert, so dass die Strémungsfelder
die neue Topographie berticksichtigen und sich das System gemeinsam mit der Zeit entwickelt. Die Kop-
plung von Erosion und dem Wasserfluss an der Oberflache ermoglicht eine genaue Vorhersage von Hang-
und Flusserosion fiir die in dieser Studie untersuchten Szenarien. Die gekoppelten Hydrologie-Erosions-
Modelle werden verwendet, um drei Hypothesen zu untersuchen. Die Auswirkungen von Schwankungen in
den Niederschlagszeitreihen bei einer bestimmten jéhrlichen Niederschlagsmenge auf die Oberflichenerosion
werden mit der ersten Hypothese untersucht. Die Ergebnisse zeigen einen grofien Unterschied in den
vorhergesagten Erosionsraten fiir Schwankungen in der Niederschlagsintensitat, in der Niederschlags-
dauer und in Trockenintervallen. Genauer gesagt kann die Erhéhung der mittleren Intensitat um den
Faktor zwei die Schubspannung im Flussbett um etwa 10% erhohen. Es wird weiterhin gezeigt, dass
die raumliche Verteilung der Erosion auch von Niederschlagsmustern abhangig ist. Ereignisse hoher In-
tensitat und langerer Dauer bewirken Erosion im gesamten Einzugsgebiet. Ereignisse hoher Intensitét
und kurzer Dauer erzeugen grofie Schubspannung in den oberstromigen Bereichen, wo die Hénge steiler
sind. Ereignisse von niedriger Intensitdt und langerer Dauer und kiirzere Trockenintervalle erzeugen
keine signifikante Menge an Bettschubspannung im Einzugsgebiet, weil der Niederschlag hauptséachlich
verdunstet oder in den Boden infiltriert. Die zweite Hypothese untersucht die Auswirkungen der Vege-
tationsdecke und die Dauer der Vegetationsperiode auf die Erosion und den Sedimentaustrag aus dem
Einzugsgebiet. Simulationen mit gleichen klimatischen und hydrologischen Bedingungen wurden mit
verschiedenen Waldvegetationen durchgefiihrt, die sich im Wachstum, im Baumkronendach und in der
Whurzeltiefe unterscheiden. Die untersuchten Waldarten werden klassifiziert in Walder die hauptséachlich

aus Laub-, Nadel- und Laubbiumen bestehen. Anderungen in der Dichte des Baumkronendachs beein-
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flussen die Bodenalbedo und die potenzielle Evapotranspiration. Die Ergebnisse zeigen, dass die Hohe des
Grundwasserspiegels variiert und unterschiedlich auf jeden Vegetationstyp reagiert. In der Wachstumspe-
riode ist der Grundwasserspiegel im Laubwald etwa 0,5 m tiefer als im Nadelwald. Die Transpiration der
Pflanzen beeinflusst die Bodenhydrologie und der oberflichenabflussgenerierende Mechanismus éndert
sich entsprechend. Es wird gezeigt, dass Laubwalder etwa 5% weniger Sediment als die Laub- oder
Nadelwalder austragen. Die dritte Hypothese untersucht die Auswirkungen des Klimawandels und der
anthropogen verursachten Verringerung der Vegetationsdichte auf Erosion. Diese Hypothese wird anhand
von verringerter Baumkronendichte durch Buschbrdnde Abholzung ausgewertet. Die Reduzierung der
Baumkronendichte dndert die hydrologische Reaktion des Einzugsgebietes und wirkt sich so auf Erosion
und Sedimenttransport aus. Die Ergebnisse zeigen, dass sich eine Reduzierung der Baumkronendichte
durch Brande oder Abholzung auf den Grundwasserspiegel, die Abflussbildung und die Uferspeicherung
auswirkt. Diese hydrologischen Verédnderungen begiinstigen eine schnellere Reaktion des Grundwassers
auf spatere Regenereignisse und erhohen so die Erosionsraten um 12% bis 15% bei einer Veridnderung
des Blattflichenindex um 50% in Abholzungs-Szenarien. Dariiber hinaus zeigen die Ergebnisse, dass die
Auswirkungen reduzierten Baumkronendachdichte nicht homogen im Einzugsgebiet verteilt sind. Ins-
gesamt zeigen die Ergebnisse aus den Untersuchungen dieser drei Hypothesen, dass die Variationen im
Grundwasserstromungsfeld aufgrund der unterschiedlichen Klima- und Vegetationsszenarien ausreichend
grof} sind, um sowohl die Abflussbildung an Hangen zu beeinflussen als auch den unterirdischen Beitrag
zum Abfluss im Fluss. Die kombinierten Effekte von Verdnderungen in der Baumkronendichte, der
Evapotranspiration und der Oberflachen- und Bodenverdunstung bestimmen die Hohe des Abflusses und

steuern somit die Erosionsraten im Einzugsgebiet.
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Chapter 1

Introduction

Geomorphology is the study of landforms and the processes that create them [1, 2]. Landforms result
from interactions between tectonic processes that produce relief and climatic forces that redistribute
mass through erosion and sediment transport. Quantitative study of the landforms involve modeling of
tectonic uplift, hillslope processes that are assumed to behave like diffusion and fluvial erosion [3, 4, 5,
6, 7]. The uplift incorporates tectonic plate movements. Hill-slope processes are due to the tendency of
loose soil and debris to go downward on a slope because of the gravitation pull of the Earth. Fluvial
processes are considered as movement of sediments or riverbed erosion by moving waters on the surface
of the landscape. Fluvial erosion is a complicated process, and links geomorphology and hydrology
[2, 8]. After the mathematical formulation of the landscape evolution, in recent decades, numerical
solution of the mathematical equations for the evolution of landforms and a quantitative understanding
of these processes were made possible. The quantitative approach is shown to be useful in understanding
the interactions between the three major mentioned processes. However, the quantitative approach in
geodynamics simulation frameworks are based on simplifying assumptions on the fluvial processes which
are computationally intensive. The simplifications involve calculation of erosion using peak or mean
flow conditions [9, 10, 11, 12, 13, 12, 14]. Some of the fluvial processes such as secondary flow in river
channels which is pivotal in meandering of rivers can not be incorporated in computational models
of geologic time scale due to their computational cost. In these models, water discharge throughout
the river network is calculated using upstream area as a surrogate variable. The usage of upstream
area implies a steady-state flow condition for every precipitation event regardless of the duration and
intensity of the event. Correlation coefficients are used to relate upstream area to water and sediment
discharge, or bed erosion rates using the bed shear stress. The coefficients are heuristic and reflect the
behavior of the sediment movement in the river on average for geologic times. Stream power concept
is also used to investigate the equilibrium condition of a river. The simplified methods are convenient
computationally as the time scales involved in geodynamics simulations range from thousands to millions
of years. The interactions of the climate, vegetation and landforms are of interest to geomorphologists.
The dependence of landforms and vegetation to climate are evident from observations of the distribution
of the plants and biota in different parts of the planet such as low vegetation density and sand dune
formations in dry deserts [15]. Attempts are made to understand the level of interaction between these
processes using computational models [16]. Despite the complexity and the computational limitations of
numerical simulation of landscapes, there is an urgent need to understand the interdependence of various

processes to date, as one of the leading geomorphologists note [8]:



2 CHAPTER 1. INTRODUCTION

Geomorphology is currently in a period of resurgence as we seek to explain the diversity,
origins and dynamics of terrain on the Earth and other planets in an era of increased envi-
ronmental awareness. Yet there is a great deal we still do not know about the physics and

chemistry of the processes that weaken rock and transport mass across a planet’s surface.

The interest also fueled by short term applications such as limiting the land surface erosion, soil loss
and desertification [17, 18, 19, 20, 21]. Many traditional approaches to understand soil loss has provided
little or insignificant results [22, 23]. One of the areas where there is lack of knowledge is the role of
intricate hydrological processes and their interaction with landforms and landscape evolution. A better
understanding of the a complex phenomena such as desertification and soil loss can only be achieved
by a multidisciplinary approach that can take into account many feedback mechanism and long term
interactive components in a regional or catchment scale. The short term and long term objectives of a

multi-disciplinary approach is put forward by [24]:

Recent cross-disciplinary enthusiasm to develop improved landscape evolution models is
motivated by several factors, including: the need to predict changes in erosion and sedimen-
tation rates in response to global warming scenarios; increased concern over soil loss; and
to test the hypothesis that climate and tectonic processes are coupled through erosion and

sedimentation

This study is a multidisciplinary attempt to bridge the geodynamics view of the sediment transport
and hydrology using an state of the art hydrological simulation framework. Advances in computational
sciences and technology, especially in the availability of faster hardware, makes it appealing to make
distributed hydrological models in an scale that was not possible twenty years a go. Integrated hydro-
logical models are becoming a reality after Freeze and Harlan [25] proposed the first blue print for such
models in 1969. For many decades, the only major tool that was available to hydrologists was the unit
hydrograph family of methods which is basically a linear approach with a strong stationarity assumption
to estimate the discharge from precipitations in a catchment. Availability of distributed and coupled
models, makes it possible to have a better view of the many processes and subprocesses such as infil-
tration, evaporation, transpiration and ponding which control the runoff generation leading to fluvial
erosion. The blueprint proposed by Freeze and Harlan [25] is materialized by many coupled hydrological
simulation frameworks [26]. The trend in the current models is to simulate the movement of the water
in the surface by a diffusive wave approximation [27] and the movement of the water in the unsaturated
zone and saturated zone with Richards equation and Darcy flow [28, 29] and couple these two flow fields
with an exchange flux term [30]. These models are based on partial differential equations with mostly
field measurable and physically meaningful parameters to minimize conceptual errors. The simplified
two dimensional surface flow field used in the these models is shown to be a good approximation of the
St. Venant equations [27]. This can act as computationally efficient solution in place of the costly Navier
Stocks or the depth averaged St. Venant flow equations. The approach is more accurate compared with
the methods used in the geodynamics simulation frameworks, but still limited due to its computational
cost. However, the coupling of the integrated surface and subsurface hydrological model with a sediment
transport equation can be helpful in gaining an accurate picture of the movement of the water on surface
and subsurface and the erosion and transport of the sediment by water. In this study, the surface water
depth and energy gradient is used to compute a distributed bed shear stress. The bed shear is then used

to compute a sediment flux. The sediment flux therefore is affected by the topography and hydrological



parameters such as hydraulic conductivity of the soil, unsaturated flow field parameters, surface friction
coeflicients, vegetation density, precipitation and many other parameters that shape and from the hydro-
logical response of the catchment. The coupled hydrological model allows for a controlled environment
in order to isolate and study the effect of the a single parameter or a combination of parameters on
the catchments hydrological and sediment transport response. The result of the coupling of erosion and
hydrology has the potential to complement field studies to develop better field campaigns for monitoring
of large or plot scale erosion. In this study, the emphasize is on the role of the precipitation patterns,
role of vegetation and the effect of wild fires and logging (timber harvest) on erosion. The amount of
increase in erosion rates is quantified and compared to the pristine conditions. The increase in heat wave
induced mortality of the forests has been documented through out the globe [31]. The main hypothesis
is that the subsurface hydrology has a key role in the emergence of the runoff generation mechanism
when precipitation patterns or canopy size changes. Subsurface saturations and water table depth can
be affected by precipitation patterns, vegetation density changes and climate which in turn affects the
runoff generation and water discharge which influences fluvial erosion in the hill slopes, river banks and

flood planes.

Simulation of the evolution of the catchment in geologic time scales with the proposed coupling of
erosion and hydrology is not feasible due to computational costs. However, the approach strives to provide
a detailed view of the linkage between erosion and hydrology in a year. The study of the mechanism and
resulting dynamics can be a stepping stone in which a fully coupled erosion-hydrology simulation frame
work can be built to simulate short term (decades to centuries) catchment evolutions. The goal is that
insights gained here can help see the geodynamics modeling in a better light, resulting in understanding
the limitations and advantages and the consequences of the assumptions made in setting up geodynamics
models for densely vegetated areas and varying precipitation patterns. The insights can be helpful in

interpretation of the results produced by simpler models as well.

In chapter two of this document, the research methods and equations that are solved including surface
and subsurface coupling and computation of erosion is presented. The study area and model parameters

along with boundary conditions are also introduced.

Chapter three of this document is the study of effects of precipitation patterns on the river bed shear as
a proxy for erosion. A method of generating precipitation patterns is provided that produces precipitation
patterns with the same posteriori and priori probability distribution parameters. These precipitation
patterns are produced so that the annual precipitation is a prefixed total. Many geodynamics simulations
are carried out on the basis of annual time steps. The hypothesis is that the precipitation patterns, which
are defined by precipitation events intensity, duration and dry intervals can have a pronounced effect on

the runoff generation and therefore on erosion rates.

Chapter four of this document explores the role vegetation plays in regulating the erosion rates by
affecting the subsurface and surface flow fields. It is hypothesized that unsaturated zone and water table
depth plays an important role in runoff generation and discharge in this catchment along the canopy
storage. The role of water table elevation in catchment of study is analyzed for three different forest
types. Keeping all the parameters constant except for the vegetation characteristic parameters such as
Leaf Area Index (LAI), leaf stomatal conductivity, typical tree height and root depth, it is shown that
canopy storage and plant transpiration regulate the water table depth. Therefore runoff generation is
affected by plants in the forest. The level of runoff and erosion rate reduction is shown to be dependent

to the plant characteristics.
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Chapter five of this document is the study of the effects of the changes in canopy size on erosion.
Canopy size can change due to logging (timber harvesting) and wild fires or anthropologically caused
fires. Reducing forest canopy by logging and wild fires decreases potential evapotranspiration and canopy
storage. The subsurface saturation levels, runoff generation and discharge in river streams are affected
as a result. The dynamics of subsurface flow is studied in these scenarios and the rates in which the
water table changes are shown to be the an important factor in increased runoff generation.

Chapter six synthesizes the results of previous chapters to conclude that subsurface flow and especially
unsaturated zone flow dynamics is a key factor in controlling the fluvial erosion in the catchment of study.
The role of the infiltration, bank storage and ground water mounds in producing the emergent erosion

patterns are summarized and discussed.



Chapter 2

Methods and materials

Geomorphology can be viewed as the study of the displacement of the regolith and rock due to force of
the gravity. Therefore the movement of the water in the landscape is an important part of geomorphol-
ogy as an agent that moves sediment and regolith in the landscape. Many different models of the fluid
movement (flow routing) could be used depending on the application or quantity of interest in geody-
namics simulations. Flow routing is the solution of the conservation of mass and momentum for the fluid
continuum over the landscape. Since the three dimensional Navier Stokes equations are too complex and
time consuming to be solved in land surface evolution time scales, other simplified equations are used
to estimate flow depth, or discharge on surface. One such simplification is the depth averaged equations

namely St. Venant Shallow-water flow shown in equations 2.1 to 2.4.
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where h is water depth [L], ¢ is time [T, ¢, is the distributed water flux to the surface [LT 1],
u, v are flow velocity in z, y direction [LT ], n is fluctuation of water depth from equilibrium [L], g
is the gravitational constant [LT~2], and 7y, and 7, are bed shear stress [M LT 2], Cy is the friction
constant[—] and p is water density [M L~3]. The St. Venant equations can further be simplified into a one
dimensional form. The numerical solution of the simplified form of St. Venant is still computationally
too expensive for geologic time scales. In order to avoid the complexity of flow routing with these
equations altogether, some researchers resorted to explicit rule based flow routing methods such as
cellular automaton [32] to model the fluvial processes.

Runoff generation mechanisms used in geodynamics simulation frameworks are simple Hortonian,
modified Oioughlin excess saturation or modified Topmodel approaches [33, 34] that are used in CHILD
[11, 35]. These oversimplified models are simple yet useful approximations of runoff generation mecha-

nisms. Variations of the simplified approach combined with other flow routing methods such as multi-

5
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route flow [36] have been used in geomorphological simulation packages. In these models, simplifications
are used to replace flow routing with approximation of flow passing through a river stream by using a
surrogate variable like upstream drainage area [37, 38, 39, 8, 11].

An efficient formulation of the surface flow is diffusive wave equation which simplifies Saint-Venant
equations in to one conservative equation and is shown to produce compatible water head compared
with the numerical solutions of the original equation and analytic solutions [27]. A vital part of the flow
simulation has also been the question of how and to what extent the subsurface flow interactions are
important and what is the real extent of the contribution of the base flow in the river and stream discharge
[40]. In order to address these questions, a simulation framework is needed that can simulate the coupled
and integrated flow fields of surface and subsurface without any explicit assumption about the nature
of runoff generation. In this study, an integrated surface and subsurface modeling framework called
HydroGeoSphere is used in which most of the flow components has physics based and field measurable
parameters.

HydroGeoSphere is a three dimensional fully coupled numerical software for the simulation of the
surface and subsurface flow and solute transport. The developers of the HydroGeoSphere believe that it
is an ideal tool for hydrological model building within watersheds in a realistic, physically-based manner.
The program is reviewed in [41] and the basics of the numerical method is presented here [30, 42].
The Freeze and Harlan’s original blueprint proposal has been criticized and an improved version is
proposed by K. Beven [34]. Beven proposed an alternative blueprint with the emphasis on the role of the
observables on the modeling of the hydrological systems. Many researchers have used HydroGeoSphere
in the hydrological context [43, 29, 44, 45, 46] . HydroGeoSphere is used to address the importance of the
bank storage for the river discharge production and the interaction of the river with the groundwater [40].
The application of the HydroGeoSphere in many different problems proved its versatility and usability.
However, due to the complexity of the subsurface and surface interactions, there is not any analytic
solution to verify the simulation frame work for the complex problems that are common place in real
world applications. There has been a comparative study of the accuracy of similar models and they all
show a reasonable level of agreement on problems being considered [26]. Due to the complexity of the
simulation framework and the nonlinear interactions of the components, no comprehensive tests have
been carried out to verify the accuracy and usability of the HydroGeoSphere. The consistency of the
equations should be checked and the performance and behavior of each sub-processes have to be verified

where parameters that are used belong to end member scenarios.

2.1 Subsurface flow modeling

HydroGeoSphere uses the mass balance equation for subsurface flow modeling. The equations 2.5 and
2.6 are a modified form of Richards equation [47] that are used to describe three-dimensional transient

subsurface flow in a variably-saturated porous medium.

—A(wnq) + X0 £Q = wm%(essw) (2.5)

where w,, is a dimensionless volumetric fraction of the total porosity occupied by the porous medium
(or primary continuum) [—]. t is time [T], T, is the exchange flux between surface and subsurface, @

is the source or sink in the subsurface [L3L 3T 1], 6, is the porous medium porosity [—] and S, is the
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saturation level in the soil [~]. The fluid flux ¢ [LT~!] is given by:
g=—-K-kV@+2) (2.6)

where k,. = k,.(Sw) represents the relative permeability of the medium [-] with respect to the degree of
water saturation Sw [-], 1 is the pressure head [L], z is the elevation head [L] and 6 is the dimensionless
saturated water content, @ is source or sink term [L3L~2T~!] which is a volumetric fluid flux per unit
volume representing a source (positive) or a sink (negative) to the porous medium.

Van Genuchten proposed a new and relatively simple equation for the soil-water content-pressure
head curves, (h). Their proposed equation is described in this paper [48]. The particular form of the
equation enables one to derive closed-form analytical expressions for the relative hydraulic conductivity,
k., when substituted in the predictive conductivity models of N.T. Burdine or Y. Mualem. The resulting
expressions for k,.(h) contain three independent parameters which may be obtained by fitting the pro-
posed soil-water retention model to experimental data or can be estimated by the use of the grain size
distribution from the field.

2.2 Surface flow modeling

The surface flow equation solved by HydroGeoSphere is a simplified version of the St. Venant equations.
This equation is shown to be a good approximation of the original equations [27]. The simplified form

of equation is known as the diffusive wave equation are shown at equations 2.7, 2.8 and 2.9.
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where ¢, is a fraction of the surface that can be filled with water [—], H is water head in the surface [L],

t is time [T, d, is water depth [L], Koz, Koy are conductance terms [L3L=2T !, T, is the exchange flux
between surface and subsurface [L3L73T~1], Q, is the source and sink term in the surface region and
Coz, Coy are Chezy friction constants for the surface [L%T_l]. This representation of the St. Venant
equation is very advantageous due to the transformation of three field variables namely h, v and v in
to only one field variable H. At the other hand, since this equation is a diffusion or hyperbolic type,
it can not capture hydraulic jumps and back and forth movement of the water when it hits an obstacle
that may happen in the real world. The upstream scheme that employed by HydroGeoSphere ensures
that water flows from higher elevation to the lower elevation in a monotonous pattern. Hidden in the
form of the equation is the monotonic reduction of water head or energy heads which controls one way
movement of the flow. Although the structure of the equation 2.7 resembles heat or diffusion partial
differential equations, the boundary conditions are not exactly the same to the heat equation. The free
fall or zero gradient boundary conditions as well as fixed water elevation can be applied in the boundary
of the catchment for the surface flow. A major limitation of the depth averaged equations are that they
are not capable of capturing the secondary flow patterns that are inherently three-dimensional and are

responsible for the meandering rivers and dune and bar formations in fluvial systems. However, the
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two-dimensional formulation that is implemented in HydroGeoSphere is a great improvement over the
one dimensional formulation used in most of the geomorphological and hydraulics models. Though the
current implementation is faster than solving St. Venant equations, it is not faster than simpler methods
used currently in many geodynamics models and the time step is controlled to large extent by the size of
the mesh used in the model. As the grid spacing is reduced, the time step should decrease to reduce the
resulting error and keep the time integration stable according to Courant number stability criteria. In
other words, the more accuracy demands are put on spatial domain, the smaller time steps will be needed
and the computational cost in time for the model will increase. To couple the surface and subsurface
no conservation of the momentum through the interface is needed as in general, flow through porous
media is governed by conservation of mass and application of Darcy law. HydroGeoSphere also includes
conceptualization of dual continuum, evaporation and transpiration, rill and obstruction storage effects
facilitating a complex and physics based approach to hydrology. When coupling groundwater and surface
water flow in one model, a common method is to utilize a first order coupling coefficient. It has been

shown that this method is consistent with measurements [49].

2.3 Evaporation and transpiration modeling

HydroGeoSphere divides evapotranspiration into plant transpiration, direct evaporation from top soil and
surface water bodies such as puddles, ponds, lakes and canopy evaporation. Transpiration by vegetation
leads to water extraction from the plant root zone, which may be submerged partially into the water

table and into the unsaturated zone. The rate of transpiration is estimated using equation 2.10 [50]:

T, = f1(LAI) X f5(8) x RDF x (E, — E.qy) (2.10)

where T}, is the plant transpiration [LT'], LAI is the leaf area index [—], f1(LAI) is a function of the
leaf area index [—] as defined in equation (2.11), f2(#) is a function of the volumetric water content 6 [—]
as shown in equation (2.12), E, is the potential evapotranspiration [LT—1], E¢,y, is the evaporation from
canopy [LT~!] and RDF is the root distribution function defined [—] in equation (2.13):

fi(LAI) = max{0,min[l,(Cy + Cy x LAI)|} (2.11)

2 rp(2)dz
rpp = Ja (2.12)

fOL" re(z)dz
0 for 0 <0 <0y
f3(0) for eup <6< afc

B0 = {1 for O, < 0 < 0, (2.13)
£(0) for 0, <0 < Oun
0 for 64, <0
O —0 \
fH = 1—|—— 2.14
£3(0) G=r (2.14)
O — 0\
= 1—-—- 2.1
£1) =3 (2.15)

in which Cy, Cy and C5 are dimensionless fitting parameters, rg(z) is the root distribution function
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[—], L, is the rooting depth [L], 0. is the moisture content at field capacity, whereas 6,,, 0, and 6.,
are the volumetric water contents of the soil at the wilting point, the oxic limit, and the anoxic limit,
respectively.

Two models are available in HydroGeoSphere for calculation of evaporation. As a physics based
model, having two methods of calculating one physical process is a dilemma in itself. The merits of
each method is considered in more detail later on in this study. One approach assumes that evaporation
occurs if the reference evapotranspiration £, has not been removed by the mentioned canopy evaporation
Ecq.n and plant transpiration T,. Therefore, evaporation from the surface water bodies and top soil is

estimated in equation 2.16.

E, = x (Ey — Eugn — Ty) x EDF (2.16)

where F, is evaporation from the surface soil [LT*I}, Ey,, Ecan and T, are defined before and the
parameter « is scaling factor that takes into account the water availability [—]. The other approach

reduces the remaining PET by a reduction function as in equation 2.17.

Ey=a x (Ep — Eean) x (1 — fi(LAI)) x EDF (2.17)

in which the term EDF is the evaporation distribution function including the overland and subsurface
and the rest of the symbols are defined in the previous equations domains [51].

In addition to evapotranspiration, HydroGeoSphere also accounts for storage of water due to both
vegetation (obstruction storage) and micro-topography (rill storage) [42]. These two parameters control

the movement of the water on the surface along with the surface resistance coefficient.

2.3.1 Potential evaporation form Thornthwaite equation(1948)

. Thornthwaite proposed an empirical method for the calculation of the potential evaporation from a
region using a limited number of input variables. His method uses the daylight duration and mean of
the temperature for the each month to give an approximate potential evaporation. Despite its empir-
ical nature, it is widely used due to its simplicity and relatively accurate estimation of the potential

evaporation.

PE = 16(1)(0) (1 (2.18)

127430
where PE is the estimated potential evaporation in mm/month [LT ], T, is the average daily

temperature [°C] and if it is a negative value, then zero must be used in its place. N is the number of
days per month [—] and T average length of the days in each month [T]. where I is dimensionless [—]

and defined as:
12 o
1=y (Taryo .19

1

and « is defined as [—]:
a=(6.75x 107 — (7.71 x 1075)I? + (1.792 x 10™2)T + 0.49239 (2.20)

This method is used here for the clear cutting scenario and as a check for the calculation of the potential

evapotranspiration for the scenarios without transpiration.
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2.3.2 Hourly potential evapotranspiration modeling

Penman-Monteith equation 2.21 is an expression of the conservation of energy [52, 53]. It calculates the
energy availability to convert water in to water vapor. A daily and hourly version is proposed for the
Penman-Monteith equation. The method originally was proposed to calculate daily evapotranspiration
and has been successfully used in many regions. The transpiration of the plants contribute a term in the
equation which varies among plants and climates and it is hard to estimate accurately [54]. Understanding
the process of transpiration is still an ongoing area of research. In the calculation of daily PET, the plant
conductivity is assumed to be a constant throughout the day and it give and average PET for each day.
A newer version of the Penman-Monteith equation is proposed for the hourly calculation of the PET [52]
. In this hourly version, the plant conductivity varies for day and night. The night time transpiration
is assumed to be smaller than the day time transpiration. However, this assumption is not valid for the
plants that grow in very dry and warm climates where most of the received daytime energy is stored in
the leaf and photosynthesis is carried out at night. In effect, stomata are closed during the day and is
open at night to release the byproducts of photosynthesis in warmer climates to prevent water loss. In
order to calculate PET, hourly air and soil temperature, wind speed, relative humidity, cloud cover and
solar radiation is used. Secondary parameters are calculated based on ambient temperature, such as A,

¢p, 7 and de. Solar radiation is calculated using the distance and inclination of the sun.

A(Rn — G) + Paircp((se)ga

PET = 2.21
(A + 10+ &) Lyprater (221)
KJQU
T In(EEEp -
gs = Cleay X LAI (2.23)

where PET is potential evapotranspiration rate [L>L~2T~1], given that there is no water availability
limit, A is the slope of saturation to temperature [PaK ~1], R,, is net irradiation [WL~2], G is radiation
from earth surface [WL™2], p, is the air density [M L™3], ¢, is specific heat capacity of air [JM 'K ~1],
e is vapor pressure deficit in the atmosphere [ML~1T~2], g, is the air conductivity [LT 1], 7 is psy-
chromatic constant [PaK ~!], g, is stomatal conductivity LT~! and L, is the latent heat of evaporation
[JL73], k is the von Karman constant [—], u is the wind speed above the surface [LT 1], z,, is the ele-
vation of the wind speed measurement [L], z4 are zero displacement elevation, Cleaf is the conductivity
of the stomata [T~!] and LAI is the leaf area index [—]. The conductivity of atmosphere is calculated as
in equation 2.22 which uses an exponential distribution for horizontal velocity changes and vegetation
height and zero displacement height z4. The canopy conductivity is calculated by the LAI and Cleqs
which has different values for night and day for any given plant type.

Penman-Monteith equation is adopted by the Food and Agriculture Organization of the United
Nations (FAO) for evaluating crop water requirements [52]. The potential refers to the fundamental
assumption made in the derivation of the equation that there is not any lack of water limiting evapotran-
spiration. The surface is kept always wet and subsurface is always filled with water in a quantity that
transpiration is not limited by anoxic and oxic limits. The measured or calculated evapotranspiration
in these conditions is the maximum possible evapotranspiration. In order to get an actual evapotran-
spiration, the water availability should be considered in the catchment which is controlled by the flow

movement equations.
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In order to calculate hourly PET, data from Stuttgart synoptic weather station is used as it is close
to the study region. The study region is introduced in section 2.8. The variations of the air temperature
is shown in figure 2.1. The annual mean of temperature for this station is 10°C. Temperature is a
major factor for the calculation of PET. For areas that are shaded by trees, the sensible heat energy
derived from ambient air help with the sublimation of ice or evaporation of water. At colder days, the
drop in temperature will produce dew (liquid water droplets) on cold surfaces if atmosphere is humid
and temperature is colder than dew point. Soil surface temperature is also shown in figure 2.1. Air
temperature measured at two meters above ground and surface temperature measured at five centimeter
below surface are strongly correlated (correlation coefficient of: 0.93 for this dataset). The soil surface
temperature can be used to calculate the long wave radiation from the surface which is used in radiation

energy input in PET calculation as shown in equation 2.21.
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Figure 2.1: Temperature measurement at Stuttgart synaptic station for 2012. Annual Mean temperature
is about 10°C. Temperature is a major forcing in atmospheric demand for potential ET.

The relative humidity reported from the Stuttgart station is shown in figure 2.2. The deficit in partial
vapor pressure is also an important factor in PET. The escape of water molecules from water surface
to ambient air is more probable if the partial pressure of water vapor in atmosphere is low. PET scales
directly with the vapor pressure deficit. Average relative humidity for this station is 75%. This shows
that the area is very humid and this is a limiting factor for PET.
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Figure 2.2: Relative Humidity measurement at Stuttgart synaptic station for 2012. Higher relative
humidity is an indicator of wet climate. Mean annual humidity level is about 75%. The major control
for potential evapotranspiration is transfered to the energy availability.

14 T T T T T T T T T T T T T
—— Wind Speed

12+ -

Wind Speed[m/s]

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan
Time[Month]

Figure 2.3: Wind speed as measurement at Stuttgart synaptic station for 2012. Annual mean wind speed
is about 2.31 m/s. Wind is responsible for ascending of the lighter water vapor mixture by turbulent
diffusion.
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Wind speed is the other important factor in PET. The variations of wind speed is shown in figure
2.3. Average wind speed for this station is about 2.31m/s. The air conductivity is directly proportional
to wind speed. The von Karméan « value is used to calculate the vertical component of the wind speed

which takes away the water vapors from the surface by turbulent mixing.

2.4 Governing equations for the erosion and transport

The principal equation for the landscape evolution is the conservation of the mass as shown in equation
2.24 [10]. Increase or decrease of elevation due to tectonic forces and climatic factors could be formulated

as a uplift source or sink term and the gradient of the sediment flux due to the fluvial or hillslope processes.

0z
5% U-VQ, (2.24)

where z [L] is the height from a reference point far away from the region of study, ¢ is time [T, U is the
is the tectonic uplift rate [LT1] and Qg [L2T 1] is the fluvial sediment flux.

2.4.1 Hillslope processes

Hill-slope processes involve small agents like rain drops, grain salting, rodents and other animals that
contribute to the short distance and gradual movement of the regolith on the surface [10, 11]. These
constant movements involve many particles that result in many degrees of freedom. Traditionally, when-
ever many degrees of freedom exist in the system that are intractable as single entities, these effects are
summed up into constants that reflect the over all behavior of these agents. In the case of hill-slope
processes, the mathematical formulation resembles the diffusion process [55, 2]. Hill slope processes here
are presented for the sake of completeness and as the time scale of the simulation carried out here is
short, no hill-slope processes are included in the simulations.

Earlier numerical models [56] considered the possibility of using diffusion for the combined effects of
the hill-slope processes and advection for the longer range movement of the material by water. It was
shown that with diffusive hill-slope assumption, the parabolic shape of some of the hills can be explained
and therefore this assumptions are adopted in to the mainstream geodynamics models. The movement
of the particles from the hill-slopes for example, could be triggered by wind or by raindrops, insects
or animals. Smaller particles can move larger particles (salting) and in time, these small movements
accumulate to flattening of the hills. The overall behavior of these small disturbances is like the movement
of the heat. Particles move from higher potential energy points to lower potential points in order to gain
more stability. Since these small disturbances are so abundant and almost random, it is not possible to
keep track of them as individuals. As in many physical problems with large number of similar particles, a
diffusive formulation captures the movement of the regolith particles with reasonable accuracy. Effectively
the mentioned processes are combined together in a constant in the form of a diffusion equation 2.25 in

which the elevation of surface diffuses downhill.

0z
ot
where 7 is the surface elevation [L], t is time [T], D;ss is the elevation diffusivity [L?T~!]. The

= —D;ysV?2 (2.25)

equation 2.25 predicts parabolic surfaces in the steady state. The system will reach steady state when

gradient of elevation becomes zero. However, many observations show that most surfaces are linear when
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the slope is larger than 20°. The linear relationship does not hold for the larger slopes. To overcome
this limitation, a new nonlinear relationship that has a limiting slope gradient as an extra parameter
to control the rate of change of the slope as shown in equation 2.26 was suggested [57, 6]. It has been
argued that though soil-mantled hill-slopes are typically convex near the crest, the slope increasingly
becomes planar downhill, consistent with nonlinear, slope-dependent sediment transport models. In
contrast to the widely used linear transport model in which sediment flux is proportional to slope angle,
nonlinear models imply that sediment flux should increase rapidly as hill-slope gradient approaches a
critical value. Furthermore some researchers [58] suggested that the local slope and transport relations
may not be adequate in describing the hill-slope processes. They argued that some disturbance over the
hill-slope may have longer range influences and may override the local slope relationship. Therefore, to

extend the range of influence of the operation, they suggested a fractional differentiation operator.

0 —D; h
z v Y%

9z _ (2.26)
ot 1-(g)

where S, is the threshold hill-slope gradient [59, 6].
The movement of the soil and rock mass according to the equation 2.25 is limited by the availability
of the detachable and movable particles called regolith. Regolith production, is due to the chemical or

physical breaking and decomposition of the rocks that slowly emerge to the surface.

_ 0H,
ot

in which Hj is the regolith height [LT 1], €y is the soil production rate constant [LT 1] and « is the
weathering decay rate [L™1] [60, 59]. Availability of the material for the transport is determined by the

= gge s (2.27)

rate of soil production according to the equation 2.27 . If there is not enough regolith or soil available

for the transport, erosion will be a limited.

2.4.2 Fluvial processes

In this section, the mathematical formulation of the fluvial bed erosion is given. More comprehensive
reviews could be found in [59, 38, 35]. Despite the short range material movement in the hill-slope
processes, fluvial process can move regolith and rock for much longer distances. Regolith from the stream
bed or soil washed from upstream of the river could move either as suspended load, wash load and bed
load. Depending on the size and density of the sediments, some of the material will be deposited where
the water in river slows down. When the water in river gains momentum, either due to the river channel
shape or slope, it can excavate and cut through the river bed and move the excavated material along. Two
major transport laws are proposed for the transport of the sediment by water in geodynamics literature
that distinguish between two major fluvial processes. The transport limited law applies to rivers where
there is no limit on the production of the regolith where as the detachment limited law applies for the
rivers where the bed rock is exposed the supply of the regolith is limited. The bed erosion equation 2.28
formulation argues that if the catchment is detachment limited, then much more work should be done

by river to erode and incise through the river bed which is enforced by a small k coefficient [61, 62, 63].

qs = k(T —7)" (2.28)

where ¢, is the sediment flux [L3T 1], k and n are constants [—], 7 is the shear stress [Pa] and . is
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the critical shear stress [Pa].

For transport limited rivers, the limiting factor is the capacity of the river stream to move regolith
out of the catchment. In these kind of scenarios the regolith generation in the catchment is faster than
erosion rate. Equation 2.29 is used for transport limited catchments. The relationship between the
flux of the water flowing in the river and the amount of the sedimentation as suspended load could be

established empirically. These empirical relations are the basis for many models.

The equation 2.29 has theoretical basis and one empirically determined constant Kj,. Equation 2.29
is used to relate the flux Q [L3/T], W channel width [L] and channel slope S [—] to the bed shear stress.
Since the channel width is a function of flux, a smiler scaling law is used to find the corresponding width

for a given flux.

T= Kt(QMb)SNb (2.29)
w
where 7 is the bed shear stress [Pa], K; is a constant [PaTL~2], W is the width of the channel [L], S is
the slope of the channel [—] and M), N, are dimensionless constants [—].

The erosion in the river there for is formulated for the detachment limited case as:
D.= Kbr(TO - Tc)Pb (230)

where D, is the sediment discharge [L*T~!], Kj,, P, are dimensionless constants [—]. For the case of no

limit on the production of regolith, the transport limited formulation is as equation 2.31.
Qc = KW (ro — 7)™ (2.31)

where @, is the sediment discharge [L*T '], Ky, P, are dimensionless constants [—]. A comprehensive
study has been done on the nature of these laws by [64]. It is shown that these equations can be
parameterized from field measurements and can be tested in physical models. The study confirms
that these equations could be used a in a wide variety of geomorphological settings. Furthermore the
limitations of these transport laws were discussed and the need to expand or include more subprocesses
were acknowledged. Perron et al [65] focused on the relative effects of the diffusion and convection with
the use of Peclet number which is a measure of the relative strength of advection to diffusion processes.
Their results showed that the application of the current transport law will produce topography that
resemble realistic topography qualitatively. They argued that even for the uniformly spaced valleys
there is no quantitative framework for predicting valley spacing. Their work showed that there is a
possibility of predicting the wavelength of the existing landscapes to the first degree by utilizing the
mentioned transport laws. It was believed that fluvial processes are mostly detachment limited [66]. A
recent work from Jon D. Pelletier [67] argues that the usage of both transport limited and detachment
limited laws give a better match with the measurement if they are relatively weighted according to the

relative abundance of the sand and rock to the clay and silt in the catchment.

The dynamic adjustment of the width of the channel W is an important factor in the morphological
change of the river [68]. Attal and coworkers [68] emphasized the importance of channel width in

controlling fluvial processes.

After establishing the proper form of the transport for sediments or regolith on the surface and river

bed stream, the landform evolution can be calculated using the Exner equation 2.32.



16 CHAPTER 2. METHODS AND MATERIALS

0z 1
52_1_5?75 (2.32)

in which z is surface elevation [L], ¢ is bed porosity [~], ¢s is the sediment flux [L3T~!]. In one
dimensional elements like channels or river streams, where flow is specified as a scaler, the V operator
changes to differentiation along the length of the channel. The water flow equation 2.7 can be rewritten

in a simple form by ignoring the source and sink terms as shown in equation 2.33:

Oho
= VT (2.33)

where h, is the water depth [L] and g, is the water flux [L3T~!] The coupling of the erosion and water
flow is implicit in the sediment flux and water flux terms q,,, ¢s as each flux is a function of both elevation

of surface water head.

Most of the existing formulations for the Exner equation 2.32 is done for the one dimensional flow.
The formulation usually has one or more empirically determined constant which makes them difficult to
use in a two dimensional flow settings where the width of the channel is not explicitly specified. One
such formulation as shown in equation 2.34 has a constant € which is adjusted for one dimensional flow
and the value of the constant for two dimensional flow is not known [69].

1
8hs? €

g5 = — | VH (2.34)

V() (R—1)1+e¢

where h, is the water depth [L], » is manning number [T L_Tl], R is the relative density of sediment to

water [—], € is a dimensionless empirical constant and H is the energy head [L]. This equation explicitly
couples water flux to the flux of sediment. However, the ¢ constant is not studied for the two dimensional

flows so this form of the equation is not going to be used in this study.

In the current research, it is assumed the bedrock is well below the surface and there is an abundance
of regolith available for transport. Therefore the transport limited approach is chosen to be implemented.
In the transport limited approach, the bed shear is used to calculate the transport capacity as shown in

equation 2.31. One way of calculating bed shear stress is by using equation 2.35:

( NGw

3 7
5 g10 2.35

o =7

where 7, is the bed shear stress [Pal, 7 is the specific weight of water [M L~2T~2], n is manning
number [TL~%], s is energy slope [—] and w is the width of channel [L]. As with the previous equation,
two dimensional form of the flow has never been reported in the geodynamics literature. However, there
is not any empirical constants that need to be found in this form and the exponents have theoretical
ground. In two dimensional case, the channel width w is assumed to be one or it can be assumed that
the term 2* is equal to the water flux per unit length. Therefore it is possible to rewrite the equation in

a simpler form as shown in equation 2.36.

Tp = Yhos (2.36)

where 7, is the bed shear [Pal, ho is the channel width [L] and s the slope of the channel [—]. Once
the bed shear is calculated, the sediment flux for the bed-load can be calculated empirically as shown in
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equation 2.37 [70, 71].

_ Tb 3/213/2 (Ps — Pw)g
qs = kips(——————= —7,)°/*D e 2.37
» = sl (ps — puw)gD °) Pu (2.37)
where ¢ is the sediment flux, ky is an empirical constant [—], 7, 7 is the bed shear stress and critical

shear stress [Pal, ps, pw are sediment and water density respectively [ML~3], g is the gravitational
constant of Earth [LT~2], D is the regolith diameter [L] in order to calculate the energy slope s, energy
slope in the z and y direction is calculated and sediment flux in the = and y direction is scaled according

to the ration of the slopes in each direction to the total slope of th element as shown in equation 2.38.

2 2
5 = \/ 2 +<8§;°> (2.38)

where s is the energy slope of the water and H, is the water elevation [L]. Using the scaling of the
flux according to the ration of the direction slopes to the total slope, sediment flux in each direction is

calculated as shown in equation 2.39 and 2.40.

= —(s 2.39
e =4 (2.39)
s
Gy = ~ds (2.40)
where s, and s, are directional slopes at z and y direction [—] and g, is the sediment flux [L37T~1].

2.5 Calculating erosion using control volume finite element

In order to solve the Exner equation 2.32; the formulation of the sediment flux is used according to
equations 2.37, 2.39 and 2.40. To solve the transport equation on the catchment scale, a discretization
scheme should be adopted. HydroGeoSphere models can work with triangular mesh which are suitable for
irregular geometries like catchments. So here a triangular mesh is adopted for the domain discretization
to solve the Exner equation numerically.

In traditional control volume approach, weather it is node or element centered, the solution domain is
divided up to elements that have simple geometries like triangles, rectangles or cubes. Then conservation
rules are applied to the variable of interest to get to a system of equations. In this system of equation,
each node has one or multiple unknowns which represents the mean value of the unknown in the node
or cell. This system of equations then can be solved to find the unknowns. If element centered control
volume is used, the number of unknowns is the same as the number of elements, if a node centered
approach is taken, then the number of unknowns are the same as the number of nodes in the system.
The major draw back of this method is that the quantity of interest is approximated by a single value
within the discretized cell. If derivatives of the unknown quantity is of interest, then the derivative
can only be calculated at the interface of two cells. Despite this drawback, this method is simple to
implement and locally conservative for linear steady state problems.

The control volume finite element method inherits many concepts from finite element method. The
mesh or triangulation can be used as it is being used in finite element method. A major distinction is

that in order to minimize the error residuals, no weighting (weighting function of unity) function is used.
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Figure 2.4: Control volume finite element discretization of the domain. The control volume is the blue
area around the node labeled k. In control volume method, a single value is assigned for the entire control
volume around node k. In control volume finite element method, the value is a linear combination of
the basis function on each element, this provides a compact support on the element and differentiability
within the element as long as the basis functions are differentiable.

Figure 2.5: Control volume finite element integration on boundary of the node in control volume shown
in blue. The conservation laws can be applied to any arbitrarily defined region. Here, the shaded area
in blue is the control volume. The changes inside the region should cancel out with the in and out flux
through the boundary. As the integration is a linear operator, the line integral at the boundary of the
shaded region can be carried out piecewise and the result can be added to final flux at any desired order.
This allows for the element wise computation of the fluxes per triangle.

In control volume finite element method, the state variables are expressed as linear combination of

basis functions as in equation 2.41 where i loops over the degrees of freedom of the element and ¢ is the
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shape function. Shape function for each node has a value of one at that node and zero at the other nodes.
Within the element, the unknown parameter can vary according to form assigned to shape functions.
The variables expressed as a linear combination of the basis function are differentiable as long as the basis
functions are differentiable. The triangular discretization is shown in figure 2.4. The control volume is
the shaded area and conservation of mass is applied for each control volume shown in blue. However, as
integration is a linear function, one can divide the integration over each sub-triangles and evaluate the
integration for each sub-triangle by processing the triangles and storing each sub-triangles results in its

proper place in the stiffness or mass matrix according to the node id.

fla,y) =Y fidi(x,y) (2.41)

in which f(z,y) is any given function, and ¢ is the linear hat or basis function [—]. These shape functions
are usually linear. As the equation 2.41 shows, the variation in the spatial dimension of the function f is
transfered to the variation in the shape function. The only unknowns that remain are the coefficients f;
if the problem is steady state. If there is time dependency in the problem, expressing the unknown can
be different from the mentioned equation. A complete coverage of control volume finite element method

is beyond the scope of this document.

As HydroGeoSphere solves the flow equations using control volume finite element method, A consis-

tent node centered control volume is developed for the solution the Exner equation in this study.

To solve the Exner equation with control volume finite element method, all the distributed values are
expressed in terms of basis function using equation 2.41 as shown in equation 2.42 and 2.43. As in finite
element method, the mass matrix and flux vectors are calculated for each element. The only difference

is that weighting function used is 1.
q(z,y,t) = ai(t)di(x,y) (2.43)

in which ¢ is the sediment flux through the interface and other parameters are defined as before. Replacing
the functions with the approximations made and integrating the equations over the part of the region

near to each node the equation 2.44 is achieved:

> azgit) / / ¢i(x,y)dedy =) / / V- qis(t) i (2, y)dady (2.44)

where z; is the elevation at point location i [L], and g;5 is the sediment flux [L3T~1]. With the application

of the Guass’s theorem, the integral at the right hand side of the equation 2.44 can be evaluated with a

line integral as shown in equation 2.45.

> [Vt dedy =3 § - g ota)ds (2.45)

in which the integration (§) is over the boundary of the control volume, n is the normal to the boundary
and ds is the length element on boundary. As integration operator is linear, the integration around the
boundary of the control volume carried out for each element separately and the results are added to
complete the loop over the control volume as shown in figure 2.4. At the edges shared with two elements,

there is no need to calculate fluxes as the normal from one element is the reverse of the normal from
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the adjacent element and the results cancel each other out. The only remaining interfaces for the grayed
area of interest for the node in the middle of figure 2.5 are pq and qr. To calculate the line integral, a five
point quadrature integration method is used. since the integrand is nonlinear, a fifth order integration
scheme ensures maximum accuracy.

The final system of equation 2.46 is a time dependent system where M is storage or mass matrix,
Qs is the input flux of sediments per node. This system of equations can be solved with simple time

discretization shown in equation 2.47.

0z
ot

Based on the discretization used, M can be a diagonal or a banded matrix where the elements of matrix

MZ — Q) (2.46)

are the relative capacity of the nodes to accumulate sediment. @ is the sediment flux [L3T~1]. The
stability of the time stepping for the equation 2.46 is controlled by the eigen-values of mass matrix
M. Refining the mesh will reduce the eigen-values and this in turn requires smaller time steps for the

simulation remain stable. As with any transport equation, the

Qs(t+ At) + Qs(t)

M(z(t + At) — z(t)] = At 5

(2.47)

Although M is sparse and constant, making an inverse of this matrix will turn the inverse matrix
non-sparse. Depending on the size of the problem, the multiplication of a full matrix can take longer
than solution of the system of equations which are sparse. As no coupling is used here between elevation
changes and hydrology due to the very small amount of elevation changes during the simulations, the
solution proceeds with variable At until total simulation time is exhausted. An implementation of this

approach can be found in the hgsModel class in the appendix section of this document.

2.6 Stream power for two dimensional transient flow

Stream power is the energy content of the flowing water in the surface per unit of time. It is a measure for
the ability of streams to incise or erode the river bed [72, 73]. The stream power has been used extensively
in rationalizing the fluvial erosion [74, 75, 76, 77, 73, 78]. The stream power used in literature is one
dimensional. Here the concept of stream power is generalized to two dimensional surface flow. The
specific power stream, which is the stream power per unit area of the stream is calculated for the two
dimensional flow and later on is used to compare the resulting flow patterns for scenarios investigated in

this study. Total stream power 2 is defined as the potential energy per time as in equation 2.48:

AP

where P is the potential energy which is defined as gmz where m is the water mass, g is the gravitational
constant and z is the elevation component of the location of the mass in gravitational field.
A simple rational can be applied to argue that the stream power in 2d case can be the summation
of stream power in both directions as shown in equation 2.52. Assuming a box of dimensions L x L x h
around the flowing water in river. The change in the potential energy per time is gives as:
% = gpLLh% = gpLLh(zzug + 2yuy) (2.49)

where P is the potential energy of the differential element of water [J], t is time [T, g is the gravitational
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constant [LT 2], z is surface elevation [L], L is the width of the cube element [L], u,, u, and are velocity

components in x and y direction [LT ], 2., z, are slopes in x and y direction [—].

gpwwh(zyuy + zyuy) = gpws,Qy + s,Qy (2.50)

where Q,, @, are water flux in x and y direction [L3T~!]. To get to the specific stream power, w,

dividing by the surface area of the element L2, the specific stream power is derived:

9p(52Gz + SyQy) (2-51)

where ¢, gy are flow discharge per unit width of the across the cells [L3T~1]. the result is the specific
stream power for a two dimensional flow that can be calculated for the scenarios in this case based on

the flow velocity and elevation, and the slope of the surface in both directions.

W= pg(Q:cSm’ + sty) (2'52)

w is an scalar value [W] which is the product of flow vector (gs, ¢,) and energy gradient (s, s).

A more rigorous derivation involves use of the Reynolds’ transport theorem:

APE D
A = Di //V gpzhdx dy (2.53)

where p is the water density flowing on the landscape, z is the elevation of the surface [L], h is the water
depth [L]. The total derivative can be changed into local time derivative and convective derivative as

shown in equation 2.54:

2// gpzhdxdy:// i(gpzh) dmder% U,.Vgpzhdw (2.54)
Dt ]/, L dt b

where A is the area of the element projected on the surface [L?], P is the perimeter of the surface element
[L], dw is the differential element of perimeter [L] and U, is the velocity vector of the fluid normal to
the boundary of the element [LT~!]. The local derivative is small and can be ignored if the time change

of elevation is small. The convective term can be written as equation 2.6:
7{ U,.VgphzdS = pg]{ GzSz + qysy dS (2.55)
S S

The flux term in equation is normal to the boundary. The resulting equation is the same formula
shown in equation 2.51. The stream power calculated for each cell can be turned into the specific stream

power by an inversion using the same mass matrix shown in equation 2.46.

2.7 Abdul catchment test case

Abdul catchment [79] has been used as a test bed for the development of the HydroGeoSphere simulation
framework. The catchment covers about 15 x 80m and the mesh that describes the geometry of it consists
of 1374 nodes on surface and 2651 triangles. The small number of nodes and the special numbering of
the nodes produces a narrowly banded stiffness and mass matrix which helps in faster solution of the

problem. This makes it easier to test solution methods and carry out numerical tests on this catchment.
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This catchment is only used as a test case in this study. The sediment transport for this catchment is

shown at the end of this chapter.

2.7.1 Geometry

The mesh captures the catchment’s layout with larger triangles at hill-slopes and smaller triangles in the
stream channel. At the left of the catchment. The stream channel is completely horizontal from left to
right. There is a small bend in the middle of the catchment which affects the flow field and sediment
deposition and erosion. The hill slope at the right side of the catchment is slightly larger in the middle
than the other side. So the small asymmetry can help in comparing the effect of slope on the amount of
erosion. The slope at the each side is about is about 10%. In turn, it means that if surface soil reaches
saturation on the hill-slope and water flows downward, the stream power can be large so that erosion on

the hill-slopes can be expected.

a
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Figure 2.6: The Abdul catchment relief. A small catchment used to study the effects of unsaturated zone
on the discharge generation [79]. This small catchment provides a test bed for simulating and testing
new methods. In this study, this catchment is used to test the sediment transport.
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Figure 2.7: The Abdul catchment surface mesh. The river stream mesh is refined to better capture the
water flow field on the surface.

2.7.2 Soil type and soil properties

The subsurface material in Abdul catchment is Borden sand [79]. The hydraulic conductivity with
respect to pressure heads are shown in figure 2.8. The changes of hydraulic conductivity with respect
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Table 2.1: Abdul model hill-slope properties

Manning number [sm = 3]

0.3

Obstruction storage height [m]  0.01

Rill storage height [m]
Coupling length [m]

0.005
0.2

Table 2.2: Abdul model channel properties

Manning number [sm ™3]

0.025

Obstruction storage height [m] 0

Rill storage height [m)]
Coupling length [m)

0
0.5

to changes of saturation levels are smooth. This type of material is chosen so that the calculation of
the flow field in unsaturated zone would be fast. The Abdul catchment has only one type of subsurface

material. The data for soil properties of the Abdul soil type is provided in tabular format as model

< < < <
N EN e} ©

Relative Hydraulic Conductivity

o

E,
o
©
o)
e
)
S
13 35
N
%)
o)
S
o
{-4

0.2 0.4 0.6 0.8
Relative Saturatioin

Figure 2.8: Soil properties for sand in the Abdul catchment. The dependence of water content to relative
hydraulic conductivity and pressure head is shown here for the Borden sand [79]. There is a significant
reduction in pressure head as this type of sand becomes unsaturated. The reduction in the hydraulic

head is smooth.

input. For brevity, the data is not given here. The saturated hydraulic conductivity is 1075 [m/s]. The
other surface properties related to the flow of water and surface and subsurface interaction are shown
in table 2.2 and 2.1. The stream channel is smoothed out due to the water flow and therefore it has a

smaller friction resistance. The obstruction storage and rill storage account for the micro-topography

and built up of the water depth so that water can start to move downhill.
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2.7.3 Mesh properties

Mesh of the Abdul catchment is shown in figure 2.7. The mesh size controls the time step size which
keeps the integration stable. As this catchment is very small, the size of each triangles in the mesh is
also small. This makes the storage with in each cell and consequently the diagonal elements of the M
matrix small. The output time steps for this example should be at the about 20 seconds to have a stable
time integration for the calculation of the sediment transport. However, as this small catchment has
been used as a suitable model for development of many module’s in HydroGeoSphere, it is relatively
fast and it has been used here as well to test and tweak the parameters of the sediment transport and

development of the code.

2.8 Study area: Steinlach catchment

Steinlach catchment is located in the southwest of Germany in the state of Baden-wiirtemberg. Different
layers of soil are identified in the region with a common three degree inclination toward south according
to the geological maps. A simplified representation of structural formations in the catchment that are
relevant for hydrological model are presented here [80] . The layers are used to define geologic structures
with different parameters in the model as shown in figure 2.12. The middle layer is an aquitard. The
top layer has a relatively large hydraulic conductivity. The boundary condition for the subsurface is
chosen to be of free drainage type around the catchment. This does not affect the discharge as the flux
is mostly toward the inside of the catchment except for the regions near the catchment outlet. Steinlach
is one of the four catchments that is instrumented by the WESS group [81]. There has been one over
flooding event in the Steinlach that rendered the instruments out of order in 2012. The vegetation cover
is mostly forested as most of Europe is classified as Cfc under Koppen-Geiger classification system [82].
This indicates that the climate of the catchment is temperate, without any dry season and the summers

are mild. The climate of the region excludes the possibility of having tundra or grass lands.

2.8.1 Geometry

Steinlach catchment spans about 25 km in latitude and 25 km in longitude as shown in figure 2.11. The
largest part of relief is on the southern part of the catchment and as the river progresses toward the
catchment outlet, the land becomes flat with smaller hills and slopes, indicating that the catchment is in
the later stages of its evolution. The current land usage is agricultural, urban and forest land. This area
was selected because a) it has topographic properties (e.g., size, relief, slopes) typical of many small- to
medium-size catchments in southern Germany, b) discharge and precipitation measurements from neigh-
boring station were available for use in this study, and c¢) the site has been used in other environmental
studies [81, 83, 84]. The goal of this study is a sensitivity analysis and parameter study of the effects
of precipitation, vegetation and unsaturated-zone processes on erosion rather than a prediction of the
catchment’s hydrology for management purposes. A simplified conceptual model and input parameters
used for simulations are shown in tables 2.4, 2.3 and 2.5. The Steinlach catchment has a total relief of
about 600m and a catchment area of 150km?. Three nearby weather stations record hourly precipitation
The digital elevation model (DEM) of the study area is shown in figure 2.10. The DEM is taken from
the SRTM project which provides maps with 1 arc second (= 90 m) resolution [85]. The catchment is
delineated with the hydrological tools from the GRASS GIS software package [86, 87]. The depth of the
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Figure 2.9: A measurement station utilized by WESS group. The small control structure is visible in the
river. The goal of the small step is to detach downstream from the upstream to acquire a precise reading
on the depth, which is turned into total discharge. Total discharge is used here to provide a calibrated
catchment.

Table 2.3: Steinlach hill-slope properties

Manning number [sm ™3] 0.25
Obstruction storage height [m] 0.01
Rill storage height [m] 0.01
Coupling length [m)] 0.5

model is limited to 100m at the catchment outlet with focus on unsaturated zone processes. The first
part of this study dealing with effect of precipitation patterns is carried out on a the topography derived
from a DEM with 90m grid spacing. the later parts require more detailed description of the topography,
hence a DEM with a 25m grid spacing is employed [85] as shown in figure 2.11. The hydraulic and
surface properties of the catchment is shown in tables 2.3 and 2.4.

The lateral boundaries of the model domain are located on the surface water drainage divide. The
model initial conditions is a steady-state flow condition with a uniform yearly precipitation of 700 mm/yr
(the approximate mean annual precipitation of the region). The triangular mesh generated for the
Steinlach catchment is shown in figure 2.14. The river streams have a smaller mesh size in order to

capture the flow generation and bank erosion better. An enlarged figure of the mesh for the lower part

Table 2.4: Steinlach channel properties

Manning number [sm ™3] 0.025
Obstruction storage height [m] 0.001
Rill storage height [m] 0.001

Coupling length [m] 0.5
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Depth
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Figure 2.10: Water flow depth with 90m resolution. The 90m resolution is limited in highlighting the
details of the catchment.

of the catchment is shown to give a better visualization of the relative mesh size in figure 2.15. The
computational cost of the simulation increase as the mesh is more refined. The current mesh is chosen
as a compromise between computationally effectiveness and minimum requirements of the mesh size for
a faithful representation of the fluid flow in the rivers for models of this kind. With the mesh shown in
figure 2.14, the simulation of the catchment for 1 year with hourly outputs takes about 48 hours on a
machine quad core and dual thread machine with a central processing unit of 2.4 GHz and 8 giga byte of
random access memory. Generally a mesh size much larger than this is used in order to facilitate faster

hydrological simulation.

2.8.2 Lithology of the catchment

The three ornithological layers that are used in the model of Steinlach is summarized in table 2.5. Top
layer is mostly sandstone (Lias v Rhét ), the middle layer is marl (Knollenmergel) and the bottom layer

is again sandstone (Stubensandstein). Although many geologic layers are identified in the region, Only
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Figure 2.11: The Steinlach catchment relief based on 25m resolution of the DEM. The relief is mostly at
concentrated to the top of the catchment. The rest of the catchment is relatively flat. This allows the
study of sediment production, transport and deposition through various slopes and upstream areas.

three hydraulically distinct layers are used in this model. These layers are named top, middle and bottom
layers. Steinlach is a well developed catchment. The relief is mostly concentrated at the south of the
catchment. The slopes are steep at the mountainous region and the rest of the catchment has smaller
slopes. The mesh is very limited in representing the details of the river channel due to the limitations
in computational cost. There is a 3° of inclination of the layers toward south. The real extent of the
subsurface catchment of Steinlach is not known. The free boundary discharge assumptions are made in
the boundary.

Table 2.5: Steinlach soil types

Property Top layer Middle layer Bottom layer
Hydraulic conductivity [m/s] 1E—® 3E~8 1E~S
Specific storage [—] 0.21 0.12 0.21
Porosity [—] 0.05 0.41 0.18
Von Genuchten o [—] 4.5 4.5 8.7

Von Genuchten n [—] 1.3 1.3 1.6
Residual saturation [—] 0.1 0.1 0.05

Minimum relative permeability [m/s] ~ 1E~19 1E~19 1E~19
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Figure 2.12: The Steinlach catchment subsurface layers (not in scale). The subsurface is divided to 3
layers. The layers are dipping by about 3 degrees to the left of figure. The second layer is an aquitard (low
hydraulic conductivity). There are many layers present int the catchment but the hydraulic behaviors
are assumed to be presented by one layer in this study.

2.8.3 Hydraulic head monitoring in observation wells

In order to monitor the changes of the water table in the catchment, many observation points are defined
in the model as shown in figure 2.16. The wells are placed at hill-slopes and near river streams to see

how different parts of the catchment’s subsurface react in different scenarios.

2.9 Calibration and data availability

As the current study is focused on study of different parameters, an accurate calibration of the model is
not required. The parameters within the physical models define the behavior of the system. In this study,
only a plausible model is required. Base flow is important as it shows how the surface and subsurface
are linked and how they interact to produce the flow in river both during and after a rainfall as shown
in figure 2.18. The climate of the region is classified as temperate and the monthly average variation is
shown in figure 2.17. Precipitation increases at the summer. Winter and autumn precipitation is slightly
less than summer precipitation. This can have implications for the response of the erosion driven under

the effect of vegetation and climate change.
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Figure 2.13: Vegetated and river channel networks. Surface of the catchment is divided to vegetated
lands where forests grow and a river and flood plane, with no vegetation. The physical properties such

as manning number are different for these stream channels and vegetated areas.
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Figure 2.14: The Steinlach mesh. The river streams are refined to give a better view of the riparian flow
and exchange process as well as erosion in the river banks. Mesh is produced by GMSH, the gnu mesh
generator. An magnified part of the mesh in the black box is also shown at figure 2.15
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Figure 2.15: The Steinlach mesh at outlet. The outlet part of the mesh showing the mesh refinement.
It is essential to keep the number of unknowns to minimum to facilitate lower computational cost



2.9. CALIBRATION AND DATA AVAILABILITY 31

5368+
5370}
5372

5358+
5362+ -
1700 €
__ 5364+ =
£ s
~ 5366 600 S
> 2
Q@
L

w
o
o

400

500 505 510 515
X[km]

Figure 2.16: Position of observation wells in Steinlach Catchment. Observation wells are placed through-
out the catchment ranging from top of the hills, head waters, flood planes and catchment outlets. These
provide a glimpse on the subsurface water table fluctuations for the simulations
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Figure 2.17: Monthly precipitation and temperature for the region from 1900 to 2012. The climate of
the region is temperate and there is an all year around precipitation. There is also an increase in the
precipitation levels at summer. On average, temperature fluctuates and rarely becomes less than zero.
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Figure 2.18: The Steinlach calibration is meant to add a layer of confidence to the plausibility of the
model used here as the study is mostly based on the effects of many different hydrological parameters
on erosion rather than the study of a single catchment.
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Table 2.6: Parameters for the erosion in Abdul catchment

Gravitational constant [m/s?]  9.81

Sediment density [kg/m?] 2650
Water density [kg/m?] 1000
Sheilds critical stress [Pal] 0.0496
Sediment porosity [—] 0.2

Mean sediment diameter [m]  0.0005
Empirical parameter (Ks) [-]  0.397

Calibrating a complex physical based model is not trivial. As the goal of this study is to have an
acceptable model for parameter studies, calibration is carried out on the basis of reproducing main
features of the discharge. HydroGeoSphere is used mostly for problems where LAT value is lower than 2.
This also reflects that it has been used mostly for much larger scales. The densely vegetated models are
rarely reported in literature [28]. A review of the parameters used for the evapotranspiration and leaf
interception can be found in [28].

Hourly precipitation data of the three nearest weather stations were used from the German weather
service (DWD) to provide a starting point for the analysis of the effects of precipitation patterns on

erosion.

2.10 A small test case: erosion on Abdul catchment

There is no analytical solution to be used as verification for the sediment transport process due to
its nonlinear structure of sediment transport equation. A simple catchment such as Abdul provides a
suitable test bed to run multiple simulations and test to see if the computation’s are reasonable. A
suit of parameters that are used to calculate Abdul catchment erosion and deposition, with formulation
presented at equation 2.35 to equation 2.46 is shown in table 2.6. By trial and error, a suitable time step
established for the time stepping and HydroGeoSphere is set to output water heads for the given time
step. The output is then used to calculate the erosion and deposition in the catchment as shown in figure
2.19 for every 15 seconds. Erosion in Abdul catchment shows a good qualitative representation of how
water flow affects and erodes small catchments. Region encircled as A in figure 2.19 shows the largest
sediment deposition. Point A is the start of the stream flow and therefore it does not have enough flow
discharge to move the sediment. From both sides of point A, bank erosion brings sediments in to the
region and the material stays there. Regions similar to point B show hill-slope processes and smaller
amount of erosion compared to similar points located at the opposite side of the stream labeled as C. At
the bank with smaller slope, the amount of erosion and deposition are the same. At regions located at
the points labeled with C, there is a larger amount of erosion and gullying that can be observed. The
length of the stream labeled as E does not show any deposition as this part of the stream transports
the regolith due to higher discharge contributions. Hill-slope process are enhanced due to larger slope at
sides labeled with C. At the start of the reach of stream labeled as F, channel has a slight bend and this
slows down water flow and deposition is enhanced at the bend. Reach F also shows some deposition of
sediment. The emergent erosion and deposition pattern is the result of 7200 seconds of simulation with
15 output intervals.

The water depth envelop for the duration of the simulation is shown in figure 2.20. Maximum water

depth of 12¢m in the stream channel is observed for the duration of the simulation. The sharp decrease
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Figure 2.19: Erosion and deposition patterns in Abdul catchment show gullying and transport and
deposition. The effect of slope can be seen by comparing the erosion in two sides of the channel.
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Figure 2.20: Maximum water depth envelop for Abdul catchment. Water depth and slope define the
stream power which produce the erosive force.

of water depth at the right bank shows that it is steeper than left bank. Water depth recorded at the
hill-slopes are a small fraction of the largest water depth, but combined with a slope of 10%, it is possible
for the flow to erode the hill-slopes and the make visible gullies as shown in figure 2.19.



Chapter 3

Effects of precipitation patterns on

erosion

Controls on topographic development such as tectonic uplift, hillslope processes, fluvial, glacial and eolian
forces have been widely studied. The field has revitalized over recent years because of the potential
coupling of erosion and atmospheric, biologic, and lithospheric processes [88, 89, 90, 24, 3, 71, 91, 92,
93, 94]. A potentially significant factor influencing catchment erosion is the frequency and magnitude
of precipitation events [95, 96, 97]. However, the current knowledge is lacking in how climate change
and short-term distribution of precipitation events affect fluvial erosion, considering the infiltration and
response of subsurface storage. Isolating the effects of different precipitation patterns and its effect on
the long term evolution of the catchment has been studied with various methods [38, 97, 98, 88, 99].
In this study, previous contributions are complemented by quantifying the transient unsaturated-zone
response to different precipitation distributions to show how the coupled surface and subsurface flow

influence runoff generation, river discharge and ultimately shear stresses river stream bed.

Previous studies document how climate and topography influence catchment runoff and river dis-
charge, as well as the shape of hydrograph [100, 101, 9]. Recent work has demonstrated that the spatial
distribution of precipitation plays a less important role on hydrograph peaks than does the temporal dis-
tribution of precipitation [102, 103]. Peaks in river discharge are influenced by the antecedent subsurface
saturation levels [104, 105]. It is observed that saturated regions in the catchment enhance runoff pro-
duction, hence it is suggested that unsaturated zone flow in the subsurface is important for quantifying
how temporal variations in precipitation can influence runoff and subsequently erosion [102]. This part
of the current study is focused on the precipitation patterns and frequency of rain events effect on acti-
vating fluvial erosion considering the subsurface and surface interactions. Any precipitation pattern can
be characterized with its intensity, duration and dry period before the event. These characteristics has
shown to have exponential probability distributions pdf [106] and has been shown to be a good estimator
for short-term precipitation time series of up to five years. The mean values of these characteristics are
shown in table 3.1. The surrounding weather stations exhibit similar precipitation pattern records as
shown in table 3.1. The effects of the climate change on the precipitation patterns are regional. At many
temperate regions, the total change in precipitation is very small, however, there will be an increase in
intensity and duration at some seasons and a decrease at some other seasons[107]. Intensity duration

curves will be reshaped without the total annual precipitation changing extensively as shown in figure

35
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Table 3.1: Precipitation statistics of the three recording stations nearest to the catchment.
Herrenburg Metzingen Rottenburg

Mean duration [hour] 3.14 3.21 3.12
Total precipitation [mm)] 574 527 697
Mean intensity [mm/hour] 0.86 0.76 0.92
Mean dry intervals [hour] 21.09 20.46 19.81
Number of events 211 216 223
3.1.
A —— Experiment |

Experiment I
Experimient Ill

Intensity

Duration

Figure 3.1: A conceptual graph of enforced IDF properties on generated precipitation patterns. A method
is developed to produce a fixed total annual precipitation

3.1 Generation of different precipitation patterns

Synthetic time series of precipitation events were generated by modifying the characteristics of the
probability distribution functions of the observed measurements. The total amount of yearly precipitation
is fixed to 700 mm. Three exponential pdfs are used to characterize the precipitation events: one for the
intensity P [LT~!] of the individual precipitation events, one for the duration D [T] of these events, and
one for the time intervals I [T] between individual events. These three precipitation elements (intensity,
duration, and interval) are the basis for the simulations for the quantification of the effects of precipitation

patterns on erosion.
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Figure 3.2: Example precipitation distributions used in simulations and produced from the exponential
distribution (see text and Table 3, 4, 5 for explanation). Only case 1, 3 and 5 for experiment I are shown
here for brevity. The increase of dry intervals and the increase in duration can be seen in case 3 and
case 5. The mean precipitation intensity is constant in the experiments. Thus, the precipitation events
adds up to the same total amount, but the precipitation characteristics are different for each case and
experiment.

The exponential pdf requires only a single parameter, namely the mean value of the observations,
indicated in equation 3.1. The exponential distribution function is the maxentropic distribution for a
semi-infinite variable characterized by a single parameter; it describes events that become less frequent
as the magnitude of the event increases. This function is used in many weather generators [108, 109] and
also in the CHILD landscape evolution model [10, 11] to generate precipitation events. The parameters
needed for the generation of rainfall events were derived from measurements at the three weather stations

closest to the catchment. Using these parameters, many precipitation realizations are produced to act
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as the base case for the catchment. This method restricts the precipitation events to cases with identical
total precipitation volume V};zeq over the fixed time period T'izeq of six months, leading to the following

conditions:

i PD; = Vfia:ed
e (3.2)
Z Di+1; = Tfizea
i=1

Because P, D, and I are exponential distributions, the following expected values F[e] are known:

st (3.3)
E|Y Di+Ii| = n(D+1)
=1

From above expressions, it can be seen that out of the four parameters that define the precipitation
pattern, n, P, D, I, only two can be changed independently. Depending on the parameter being changed
in each experiment, the number of events or one of the other event characteristics can be calculated
as a dependent variable. Since the artificially generated precipitation events are drawn from random
distributions, the likelihood of exactly meeting the conditions of equations 3.3 and 3.2 is low. Therefore

the conditions are relaxed by introducing relative tolerance criteria ;:

Z(PiDi) — Viized < e1Viized (3.4)
=1 2
Z(Di + L) — Tfigea < &T}ized (3.5)
i=1 2

In order to obtain precipitation time series with the correct mean, two error margins are introduced to
cover a rectangular area of the probability space as shown in equations 3.4 and 3.5. The values for £ and
€9 are taken to be half a percent for both total duration and total precipitation. Making the error margins
too small would causes a high fraction of rejected realizations for the tolerance criteria. A reasonable
choice of the error margins can be as high as one percent, since the variation in the precipitation from
year to year is larger than one percent of the mean precipitation in general. The values of these error
margins is low enough that the variations in discharge or shear stress can be attributed only to the
changes in the patterns of the precipitation. It is possible to also treat the number of events as a random
variable with a normal distribution. This requires further data to establish the standard deviation and
mean. However, treating the number of events as an extra random variable will add an extra degree
of freedom to the parameters without changing the results significantly. Therefore n is calculated and
taken as a constant for each case in each experiment. By rejecting the realizations that don’t fall into
the error margin, the posterior statistics of the accepted realizations are guaranteed to meet the desired

statistics. An example realization of a precipitation time series is shown in figure 3.2.
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Table 3.2: Precipitation metrics for experiment I with uniform mean precipitation intensity and total
precipitation of 700 mm/year.
case 1 case2 case3d cased caseb
Intensity (mm/hour)  0.76 0.76 0.76 0.76 0.76

Duration (hour) 3.21 6.24 12.84 19.26  25.68
Intervals (hour) 16.78 33.58 67.16 100.74 134.32
Number of events 216 108 54 36 27

Table 3.3: Precipitation metrics for experiment II with uniform mean precipitation duration and total
precipitation of 700 mm/year.
case 1 case2 case3d cased cased
Intensity (mm/hour)  0.76 1.52 3.04 4.56 6.08

Duration (hour) 3.21 3.21 3.21 3.21 3.21
Intervals (hour) 16.79 36.79 76.79 116.79 156.79
Number of events 216 108 o4 36 27

Using the sample and reject method developed here, 300 time series of precipitation events are gen-
erated for the three different experiments: keeping the mean precipitation intensity (experiment I), the
mean precipitation duration (experiment II), respectively the mean number of events (experiment IIT)
constant. Total precipitation was 700 mm/year in all realizations. Each experiment is subdivided into
five cases of twenty realizations each. The cases differ in the mean of the two remaining variables charac-
terizing the precipitation events. In addition to the previous stochastic realizations, regular precipitation
events were simulated , in which the mean values of precipitation intensity, precipitation duration, and
dry intervals were taken to be constant. These simulations are denoted as ”regular precipitation”. Tables

3.2, 3.4 list the metrics of all cases considered in the study.

3.2 How is discharge affected by precipitation patterns?

Figure 3.3 shows the hydrographs at the catchment outlet for the regular precipitation events. For each
experiment (i.e., I, II, and III), the output hydrograph for cases 1 to 5 are color coded. The vertical axis
is the discharge from the catchment in m?/s and the horizontal axis is limited to about seven days of
the simulation period. The subplot (a) in figure 3.3 is the hydrographs of experiment I with the inputs
as shown in table 3.2. The (b) and (c) subplots correspond to the experiment IT and III as shown in
tables 3.3 and 3.4. For experiment I and II, the interaction of the base flow and the surface runoff can be
seen. In the subplot (¢) of this figure, for the experiment III, the baseflow disappears as the precipitation

events are close to each other and the dry intervals are small.

Table 3.4: Precipitation metrics for experiment III with uniform mean number of events and total
precipitation of 700 mm/year.
case 1 case2 case3d cased caseb
Intensity (mm/hour)  0.76 1.52 3.04 4.56 6.08
Duration (hour) 3.21 1.60 0.80 0.53 0.40
Intervals (hour) 16.79  18.39 19.19 19.46 19.59
Number of events 216 216 216 216 216
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Figure 3.3: Hydrographs for regular precipitation events [m3/s]. As the duration and dry interval
increase, the hydrograph peaks become larger and base flow becomes smaller for experiment I. For
experiment II, the peaks are at largest with the increase of intensity and dry intervals. Experiment III
shows how the base flow changes and how the hydrograph shifts upward with the increase of intensity
and decrease of duration for a constant dry interval.
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Figure 3.4: Total discharge for regular and stochastic precipitation events [Pa]. Instantaneous discharge
is summed up over the simulation period to produce total discharge. Regular and stochastic precipitations
cases (tables: 3.2, 3.3 and 3.4) produce similar discharge. The largest discharges are associated with
large intensities of precipitation in experiment II (b) and III (c). Constant mean duration (experiment

IT) produce larger discharge rather than smaller durations (b).

deviation for the stochastic precipitations.

The error bars indicate one standard
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Figure 3.5: Total infiltration for experiments [m?®]. Regular and stochastic cases follow the same trend
except for the extreme intensities in experiment II (b) and III (c). The infiltration rates for experiment

I is constant as the mean intensity is constant for this experiment (a).

With the increase of intensity

in experiment IT and III (b and c), the infiltration increase and then decreases. The decrease happens
when the surface layer becomes fully saturated and limits the infiltration. The error bars indicate one
standard deviation for the stochastic precipitations.
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Figure 3.6: Total evapotranspiration for experiments [m3]. Evapotranspiration removes water from the
catchment such that the values are negative. Experiment I and IT show a reduction in evapotranspiration
as the number of events decrease (a, b). The dry intervals increase so the surface water availability
decreases. For experiment IIT (c), the surface water availability is constant as the dry intervals are short
and the number of precipitation events are more than experiments I and II. The error bars indicate one
standard deviation for the stochastic precipitations.
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Figure 3.7: Total exfiltration (cross flow to the river) [m?3]. Exfiltration or cross flow is water sourced
from that subsurface that feeds the river. The total exfiltration is small compared to infiltration or
evapotranspiration. The overall variation in the exfiltration is also small compared to variations in other
variables. The error bars indicate one standard deviation for the stochastic precipitations.
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Figure 3.8: Spatial distribution of the shear stress over the river network [Pa]. This simulation acts as the
basis for comparison between the three experiments. The spatial distribution of the regular precipitation
pattern for experiment I, case 5 (table 3.2) is shown here. The values are in logarithmic scale to show
the smaller variations. The increase of shear as the tributaries add discharge to the channel can be seen.
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Figure 3.9: The percent changes of spatial distribution of the shear stress over the river network [Pa].
Changes in mean shear stress distribution over the river stream for experiment I,IT and III case number
5 of 20 simulations for each experiment respectively shown here in a,b and c. There is a large difference
in the shear stress magnitude for experiment II (b) where the intensity is high and duration is relative
long. Experiment I (a) and Experiment III (c) have similar ranges of levels of shear stress. The drainage
network is well defined in experiment II(b) even in head water regions. Experiment I and IIT are most
likely to be dominated by hillslope processes and produce a smooth landscape.
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Figure 3.10: Total shear stress for regular and stochastic precipitation events [Pa]. The distributed shear
stress is integrated over the catchment surface for the entire simulation period to give a single number
representing the erosion potential of moving water in the river channel. The trends in shear stress is
different from the total discharge. Shear stress for experiment II(b) follows the discharge trend, which
indicates a strong correlation, but for the experiment III(c), where the intensity is the same as experiment
II(b), the shear stress is almost constant while the total discharge increases. The one standard deviation
is small for experiments I and III(c). Experiment II(b) is more sensitive to the precipitation patterns.
The error bars indicate one standard deviation for the stochastic precipitations.
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Figure 3.4 shows the total discharge at the catchment outlet, for all cases of the three experiments.
The regular precipitation discharge is shown with dashed lines, whereas the continuous lines show the
stochastic precipitation discharges. The error bars centered about the mean value for stochastic precipi-
tations indicate £ one standard deviation. The largest discharge is observed in experiment II (figure 3.4b)
where the intensities are larger and the mean duration is constant. The second largest discharge occurs
in the experiment III (figure 3.4c), where the precipitation intensity increases as the durations decrease.
From experiment IT and III, it is possible to conclude that total discharge can increase if the mean of
intensities increase. However, the increase is asymptotic as the total volume of precipitation is limited. In
experiments IT and III, the increase in total discharge from case 1 to case 5 is about 25%. In experiment
I, where the mean intensity is constant and precipitation durations and dry intervals increase, the total
discharge is almost constant. The precipitation is partitioned to infiltration, exfiltration, and evapotran-
spiration within the HydroGeoSphere model according to conceptual understanding and modeling of the
hydrological cycle. This partitioning depends on the duration and intensity of precipitation events and
the duration of dry periods. Figure 3.5 shows the total amount of infiltrated water in each experiment.
For experiment II and III (figure 3.5b, 3.5¢), where the precipitation intensities increase, the infiltration
increases and becomes constant. The increasing trend of discharge in experiment II and III are the same,
despite the differences in the precipitations characteristics for these experiments. Infiltration capacity is
the maximum volumetric water that can flow into subsurface per unit of area in time. Figure 3.5b and
3.5¢c show that with the increase of precipitation intensity, total infiltration increases in the catchment
until the precipitation intensity reaches to about 4mm/hour. The increase of infiltration stops at the
mentioned value regardless of the duration of the events. It can be deduced that a tentative value for the
infiltration capacity of the catchment is 4mm/hour. The increase of the infiltration in the experiment
IT and IIT is about 12%. For experiment I (figure 3.5a), the infiltration is constant as the infiltration
capacity is never reached since the intensity of the precipitation is small. Figure 3.6 shows the total
evapotranspiration from the surface and subsurface. For experiments I and II (Figure 3.6a, 3.6b), the
evapotranspiration decreases, and for experiment III, the evapotranspiration remains constant and high.
Experiment I and II have larger dry intervals and as the dry intervals become larger, the availability of
the water for evapotranspiration decreases. Experiment III is composed of many precipitation events
with short dry intervals. This allows for the surface and upper layers of the subsurface to store water
which facilitates evapotranspiration. The decrease in evapotranspiration in experiments I and II from
case 1 to 5 is about 30%.

Figure 3.7 shows the contribution of the groundwater table and bank storage to the river discharge.
The infiltrated part of the precipitation that is stored in the porous medium and enters the river is
the base flow of the river. The exfiltration is negative according to the conventions of Hydrogesphere
as it leaves the porous medium. The total variation in exfiltration is one order of magnitude smaller
than other partitioned components. Since flow in porous media is governed by potential difference and

governed by Darcy flow in this scale, the exfiltration rates to the river are almost at the same scale.

3.3 Shear stress at the riverbanks and riverbed

Figure 3.10 shows the total integrated shear stress calculated on the surface of the catchment. The total
shear stress in the catchment is computed using equation 2.35, integrated over the entire surface flow

area and the total 6 month simulation duration. The plot is in semi-log scale in the vertical axis to make
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small values visible. Experiments I and III ( Figure 3.10a, 3.10c) show a small increase of total shear
stress for the corresponding changes in the precipitation characteristics, whereas changes in experiment
IT is about one order of magnitude larger. While the total discharge from the catchment has the same
trend with increasing precipitation intensity in experiments II and III (Figure 3.10b, 3.10c), the trends
in shear stress do not follow the increasing trends in the precipitation intensities. The total surface shear
increases with the increase of precipitation intensity as shown in figure 3.10b. In figure 3.10c the increase
of total surface shear is about 30% of the experiment II and the shear stress do not increase from case 4
to case 5. This exemplifies that the most effective shear stress is on the surface flow, and thus the largest
erosive power, occurs in cases in which the intensity is high and the duration is long enough to achieve

cumulative large discharge from all sub-catchments into the main stream.

3.4 Results

3.4.1 Experiment I: Constant Mean Intensity

In this experiment, the mean precipitation intensity is kept constant and the mean duration of precipita-
tion events and dry intervals increase by a factor of two from cases 1 to 5. To keep the total precipitation
constant, the number of events decreases for cases 1 to 5 as listed in table 3.2. This kind of climate can
be seen in rainy seasons of semi-arid or wet areas. The regular precipitation events are introduced first.

The regular experiment hydrographs, in figure 3.3a shows that with increasing the duration of precip-
itation events and dry intervals, the peak flow increases and the base flow decreases. With the increase of
mean duration in the stochastic precipitation simulations, the total discharge (dashed line in figure 3.4a)
shows a slight increase at first and remains almost constant with longer durations. The total infiltration
(solid line in figure 3.5a) remains constant as well.

The stochastic realizations have the same mean values as the corresponding regular case (see table
3.2). but the parameters the define them are realizations from exponential pdfs. Applying the exponential
pdf, smaller values of the precipitation and dry-interval durations are more frequent than larger values.
As shown in figure 3.4a, the regular case provides the lower limit for the stochastic discharge, whereas
the total shear stress hardly differs between the regular and stochastic results (see solid and dashed lines
in figure 3.10a).

For experiment I , the evapotranspiration decreases and exfiltration slightly increases as shown by
figures 3.6a and 3.7a. Total shear stress over the surface remains almost constant with increasing duration
of precipitation events and dry intervals (dashed line in figure 3.10a). In these simulations the shear
stress required to exceed the critical shear stress for sediment mobilization is low enough that base
flow conditions would not contribute to erosion. In comparison to the experiment II (figure 3.10b), the
total shear stress is relatively small in experiment I and significant impact on catchment erosion is not
anticipated.

In experiment I, the intensity of precipitation does not exceed the infiltration capacity of the soil, so
that infiltration can act as sink for surface flow throughout the precipitation events. This is illustrated
by the lines of figure 3.5a. Furthermore, storing the water in the shallow subsurface facilitates extended
evapotranspiration, which increases with the duration of dry intervals (figure 3.6a). Total Exfiltration
into the rivers, plotted in figure 3.7a does not show a strong dependence on the duration of precipitation

events and dry intervals; in fact it only slightly differs between the different experiments.
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3.4.2 Experiment II: Constant Mean Duration

In this experiment, the mean duration is constant, whereas the intensity of precipitation events and the
duration of the dry intervals increases from cases 1 to 5 (see table 3.3). This distribution of precipitation
implies that the total number of events decrease to keep the total precipitation constant. In this experi-
ment, the peaks of the hydrographs are larger and narrower than in experiment I, which can be seen in
figure 3.3b.

The base flow decreases with the increase of the peak flow. The peak discharge is approximately
twice as large as in the corresponding cases in experiment I (figure 3.4a, 3.4b). With the increase of
intensity, the total discharge increases for the stochastic and regular precipitations as shown in figure 3.4b,
respectively. The infiltration increases until the precipitation intensity reaches the maximum infiltration
capacity of the soil as shown in figure 3.5b (solid line). The evapotranspiration decreases as shown in
figure 3.6b (solid line). Evaporation decreases because with few precipitation events the near surface layer
becomes dryer and less water is available for evapotranspiration. There is a notable difference between
regular and stochastic simulations for the total evapotranspiration as shown in Figure 3.6b (solid line for
stochastic and dashed line for regular precipitations): In the stochastic simulations, a few large events
produce most of the precipitation over a short duration. This water does not reside at the surface or in
the shallow subsurface long enough to facilitate extended evapotranspiration.

As shown in Figure 3.7b (solid line), the total exfiltration in experiment II is almost constant regardless
of intensity of precipitation. Though the overall variation in the exfiltration between experiments are
small, this experiment shows the largest exfiltration to the river.

Figure 3.10b (solid line) shows that the total shear stress for this experiment. The shear stress
increases with an increase in precipitation intensity, following the same trend of the total discharge. The
mean increase in total shear stress is about 22% from one case to the subsequent case and in total a mean
increase of almost 90% from cases 1 to 5 in experiment I1. The variations in the observed shear stress per
case is also much larger than in the other experiments. This shows that the shear stress is much more

sensitive to larger mean precipitation intensities when the precipitation durations are adequately long.

3.4.3 Experiment III: Constant Mean Duration of Dry Intervals

In this experiment (see Table 3.4 for parameters), increasing the intensity of precipitation events goes
along with decreasing the duration. The mean duration of the dry intervals remain almost constant and
the number of events is also constant for each case. This kind of precipitation distribution can be found
in very wet climates. The hydrographs for this experiment with regular precipitation are shown in the
Figure 3.3c. Since the duration of the dry intervals is shorter than the residence time of the catchment,
no return to true base flow is observed in regular precipitations (Figure 3.3c). The solid lines of Figure
3.4c show that the discharge increases with increasing precipitation intensity. This trend is similar to
that of experiment II. The infiltration capacity of the top soil responds to the increase in intensity, and
total infiltration is reduced with increasing intensity as shown in Figure 3.5¢ (solid line). Figure 3.6¢
illustrates that mean is almost constant, regardless of the precipitation intensity. This is explained by
high number of events keeping the shallow subsurface and surface wet. Exfiltration to the rivers is also
almost constant as shown in Figure 3.7c but, as already stated, the difference compared to the other
experiments is small.

In experiment II, the surface shear stress increases slightly with increasing precipitation intensity and

approaches an asymptomatic value (see solid line in Figure 3.10b). In this experiment, shorter durations
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of the precipitation events prevent addition of flow to the main channel, thus leading to less total shear
stress, and since the base flow almost disappears and is replaced with the discharge from precipitations,
the total discharge is also increasing as shown in Figure 3.4c. The variations in the shear stress for each
case is smaller than the corresponding case to experiment II, indicating that the duration of precipitations

events exerts a strong control in the resulting total shear stress in the catchment.

3.5 Conclusions

The main objective of this study was to show how unsaturated-zone processes influence the potential for
fluvial erosion when precipitation patterns change in a catchment. As the model used in this study is
more accurate in routing the flow both on the surface and in the subsurface, the shear force distribution
on the surface of the catchment is more accurate than those produced by static routing used in current
geologic time landscape evolution and sediment transport models such as CHILD [110] and tRIBS [111].
There fore the results of the simulations carried out here can represent the hydrologic behavior of the
catchment more accurately than the methods generally used in geodynamics discussed in chapter two.
Though the shear stress is used as a surrogate to erosion, it is expected that the dependence of erosion
on the bed shear stress would result in similar patterns as the shear stress.

Effects of storm duration on erosion have been considered by scaling the total flow passing through
any point of the catchment with the ratio of the precipitation-event duration to the residence time [38].
It is shown that this scaling of the peak discharge with duration of the precipitation events, impacts the
geomorphology of the catchment over geologic times. Based on the results of this study, it is possible
that climatic variations can result in different catchment morphology. The simulation results show that
shear stress pattern response of the catchment is not the same for the changes in precipitation intensity
and event duration. An average shear stress of about 100Pa is distributed throughout the river stream
in the catchment for the increasing precipitation intensities with a fixed mean duration. At the other
hand, the same value of shear stress is spatially limited to the larger slopes in the mountainous regions
for the increasing precipitation events with decreasing durations. The fixed mean intensity events do
not produce the same level of shear stress distributions the shear stress of about 10Pa is observed in
the river stream. The long term evolution of a landscape is the accumulation of the smaller changes and
disturbances that occur in time. The simulation period in this part of the study is limited to six month.
However, the spatial distribution of the shear stress patterns are different. The difference reaches up to
one order of magnitude. It is logical to assume that the differences in shear stress predicted here for the
six month will accumulate over geological times to result in a different landscapes. The computational
cost of these simulations do not allow a geologic time scale simulation, however as shown by the use of
less costly computational models [38], the expectation of having different looking landscape is not beyond
reason.

The experiments II and III can be seen as an special case of variations in precipitation duration where
a strict total precipitation is applied as a constraint. To compare the spatial distribution of shear stress
over the catchment, the regular precipitation of the experiment I, case 5 is chosen as a base (table 3.2).
Case 5 is chosen because it is an extreme case for all of the three experiments and the differences is
more pronounced. The base case is shown from figure 3.8. The logarithmic changes in the variations in
spatial distribution of the shear stress for case 5 of the experiments I, IT and III are shown in figure (3.9).

Subplot a, b and ¢ correspond with the experiment I, IT and III. As it is also shown in figure 3.10, the
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shear stress for the experiment II is one order of magnitude larger on average. Shear stress in experiment
I and III (figure 3.9a and 3.9c) are the same order of magnitude and have the same spatial extent. For
the experiment II (figure 3.9b), the faster erosion rates in the river stream can trigger larger amounts of
sediment from the hillslope processes and the amount of the sediment transport rate can be estimated
to be higher than the other two experiments. The shear stress for experiment II (figure 3.9b) is larger
in the head water regions of the watershed as well is there are a stronger shear stress in the floodplains
compared to experiment I and III. The shear stress in experiment I and III is not only smaller, but mostly
limited to river channels with the exception of the headwaters in the experiment III as can be seen from
figure 3.9c. The differences in drainage density is also significant between experiment II and experiments
I and III. Though, in some respects, experiment I and III look similar, the long term evolution of these
two systems are not certain to be similar. The experiment IIT has more erosive potential in head waters
and hills compared to experiment I (figure 3.9a and 3.9¢). It can be interpreted that the higher elevations
can be consumed more rapidly in experiment III where the intensity is higher than experiment I. It is also
argued that climatic driven incision can be hard to be distinguished from tectonic driven patterns even
when there are distinctive patterns in the landscape that hint to the climatic driven incision [90]. The
results of experiments show that the various patterns of climatic change can have a variety of erosional
powers which can make the distinction of climatic and tectonic driven erosion even more challenging.
For example, distinguishing patterns in experiment I and III can be difficult as they produce almost the

same magnitude of shear stress as shown in figure 3.9a and 3.9c.



Chapter 4

Effects of vegetation type on

hydrology and erosion

The interaction of climate and geomorphology has been studied extensively [37, 63, 89, 112]. Though it is
still computationally prohibitive to keep track of subsurface soil saturation and its movement accurately
for geological time scales, many simplifications make it possible to have conceptual and physical models
that can illuminate the role of subsurface and its interaction with vegetation in landscape evolution
dynamics. With accounting for transpiration and keeping track of the subsurface soil saturation levels,
it has been shown that climate and vegetation are linked and co-evolve to produce different aspects in
southern and northern hemispheres due to the solar irradiation [113, 40, 16, 114]. Apart from the long
term evolution of the catchment that can take millions of years, short term phenomena like soil loss and
desertification are also a motive for understanding how vegetation affects fluvial erosion. This can show us

how planting trees and reforestation can be made more effective in reducing erosion rates [22, 23, 22, 115].

Adding sediment transport to the integrated hydrological model is shown to be computationally
challenging [117, 118]. It is argued that the runoff generation can be better understood if the role of the
subsurface flow field is taken into account [119, 120, 121, 120, 121]. Lague et al. [119] argue that a physics
based understanding of the hydrology can be a solid foundation for quantification of the interactions
between biology and geomorphology. As argued in chapter two, the physics based hydrological models
capture the surface and subsurface interactions. The importance of the interaction between surface and
subsurface can vary depending on the conditions of the catchments. As a measure of linkage between
surface and subsurface, a dimensionless number is proposed by Gleeson [122]. This number quantifies
the importance of the linkage between the subsurface water levels and the surface topography, showing
that climate can act as a long term control on the evolution or stability of the surface. Topographically
controlled water tables indicate a lower recharge rate or higher aridity. At humid climates with higher
recharge rates, the water table is usually near surface and has a strong influence on the runoff generation,
bank storage activation and discharge to the river streams.

The large scale control of vegetation on erosion rates are established by observations made in sediment
transported in large rivers by Langbein [123]. It is shown that the highest rates of erosion are in the
regions where vegetation density is low with adequate precipitation to mobilize the regolith. The semi

arid lands therefore are at the largest risk of the erosion and soil loss.
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Figure 4.1: Dunne diagram identifies three different ways that a catchment can respond to precipitation.
The precipitation can infiltrate in to the subsurface in its entirety. Runoff can be generated where there
is a saturation excess or runoff can be generated where there is an infiltration excess. These three types
of runoff generation are controlled by vegetation, topography, precipitation and soil properties [116].

The accumulation of knowledge on how various parameters control runoff are conceptualized by
Dunne [116, 124, 120, 125]. The Dunne diagram identifies the hydrologic, topographic and biologic
factors that control the runoff generation and provides a conceptual map for understanding the response
of a catchment. The Dunne diagram is shown in figure 4.1. Large catchments are not limited to one
type of behavior as delineated by the Dunne. The distribution of the slopes for example, can be variable
in middle aged catchments, where part of the catchment has eroded away and is relatively flat. It is
possible to use Dunne diagram as an initial guide to probable runoff generation mechanisms. It can act
as a map for identification of the controlling parameters in sub-catchments of a large catchment that

have one or more of the identified features in the Dunne diagram.

Vegetation density can affect the hydrological response of a catchment. The natural vegetation of
the Steinlach region is temperate forest according to Kottek [126]. Forests show various characteristics
depending on the species of the trees growing in them. The growth of the trees in forests need water.
The water is captured by the roots of the trees and is transfered by the xylem to the leaves to be used
in photosynthesis process. The water transported through the tree trunk is called sap flow. The sap
flow measurements show that transpiration is a major part of actual evaporation in forests [127]. The
canopy evaporation also is important in forested areas and is studied by various field measurements in
Pine forests [128, 129].

The utility of numerical hydrological simulations are demonstrated in the modeling of the forested
areas to show the importance of the boundary conditions and grid spacing [130]. It is also shown that

vegetation can act as a barrier for the sediment movement and provide protection against erosion [131].



4.1. EVAPOTRANSPIRATION MODELING FOR CATCHMENTS WITH LARGE VARIATIONS IN LAI55

In this research, a different approach for coupling of the erosion and hydrological cycle is taken which
has its roots in geomorphological formulation of the surface evolution [8]. This approach relates the
sediment flux to the bed shear. Topographic evolution results from the movement of the regolith by
water according to Exner equation as explained in chapter two. The bed shear is calculated from the
flow which is controlled by the hydrological parameters. HydroGeoSphere allows us to examine the effects
of variations in potential evapotranspiration and root depth due to tree types with the use of various
input parameters. The input parameters to the model can specify potential evapotranspiration, root
depth, canopy size and canopy storage capacity, rill storage and surface manning number. This provides
a virtual lab for identification of the first order controls on erosion and sediment transport. In this
chapter, the main focus is the study of the effects of canopy size, controlled by the length and extent of
the growth season. The goal is to quantify the role of the subsurface and especially the unsaturated zone
flow which is regulated by the plant transpiration. The choice of plant type are limited as each climate
controls vegetation density. Given a fixed annual precipitation and evaporation, each catchment can
support a limited amount of vegetation as the plants will compete for the resources in natural settings
[15]. It is established that mean annual temperature and the ratio of evapotranspiration to precipitation
known as aridity index control the vegetation type and density. The location of Steinlach catchment with
mean annual temperature of about 10 °C' and aridity index of about 0.8 to 1.2 hints toward temperate
rain forests or temperate forests. Grasslands, shrubs, tropical forests and other forms of vegetation are
not possible in this location. With human interference (logging, land use change, human caused fires)
the vegetation density can change and therefore the erosion in the catchment can change which will be
addressed in the next chapter.

An important boundary condition in HydroGeoSphere model is the potential evapotranspiration.
The actual evapotranspiration amounts to about 64% of the precipitation world wide. As two methods
are provided in HydroGeoSphere for the evapotranspiration processes, the question arises which one is
the most suitable for the simulation of the forests where there is a large amount of variation in leaf area
index (LAI). In the following section, the drawbacks of each of the methods are explored and a proper
choice is made based on modeling results and experimental observations made by Food and Agricultural
Organization (FAO) [52] and other field studies.

The precipitation patterns are assumed to be the same for all the forest types. Forests of different
species can have various temporal distributions of leaves and canopy size throughout the year. With fixing
environmental controls such as precipitation, the controlled catchment is studied by the hydrological
simulation framework and sediment discharge and erosion rates are determined. This is helpful in
understanding a forests response to precipitations based on the tree types and the duration of the
growth season. More specifically the effects of the canopy size and root depth on the erosion are studied

in this chapter.

4.1 Evapotranspiration modeling for catchments with large vari-
ations in LAI

A major draw back of the distributed models is that there is the possibility of over parameterization. As
the number of parameters grow, the equations can fit any observation with an acceptable accuracy where
some parts of the model can compensate for the behavior of the other parts. This kind of problems are

difficult to detect if the models behavior is not studied for the full range of possible parameters. In the
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case of HydroGeoSphere, the governing equations are highly nonlinear and the global behavior of the
system is not well understood. As the integrated fully coupled models become more prevalent, the need
for accuracy in these models increase as researchers want to study minute changes in the hydrological
system due to small changes in parameters such as water retention capacity of soils [132, 133]. The
difficulty is multiplied when there is no agreed upon method of measuring transpiration and evapora-
tion and all measurement methods do not produce the same results [129, 134]. However, the basic and
physically acceptable picture can be put together from physical principals and observations [135, 136].
Furthermore using sensitivity analysis techniques, it has been shown that spatial distribution of potential
evapotranspiration have a significant role in the catchments behavior [137].

HydroGeoSphere divides total evapotranspiration into four parts. However, estimates of potential evap-
otranspiration usually produce one total rate as shown in the calculation of the evapotranspiration in
chapter two. Here, the Penman-Monteith equation is used to estimate the potential evapotranspiration.
The formulation of Penman-Monteith presented in chapter two and further details can be obtained from
[52].
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Figure 4.2: Relative evaporation rates for shaded and soil exposed to solar radiation. This experiment
is reported in FAO56. The strong dependence of the evaporation on the water availability and atmo-
spheric demand rather than solar radiation alone is observed. Solar radiation contributes energy to the
evapotranspiration. The sensible heat energy also drives the evaporation in the shaded region. The ratio
of shaded to solar evaporation can be different depending on the latitude and time of the year [52].

HydroGeoSphere proposes two methods for the calculation of the evapotranspiration. In a physics
based formulation of the hydrological process, having two ways of computing a physical process poses a
problem as only one of them can be grounded on physical principals. Both of these methods, break up
evapotranspiration to four parts. Each of these parts are deducted from the potential evapotranspiration
starting with canopy interception. The plant transpiration is calculated as a function of root distribution
and LAI as shown equation 2.11, 2.12 and 2.13.

The first method of calculating evaporation from surface and top soil, referred here as the original
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Figure 4.3: Hydrograph for two sets of f; function constants. The constants for model in blue line
result in larger value of f; function and therefore should produce a smaller hydrograph due to larger
transpiration. However, since 1 — f; becomes zero, the river discharge shown in hydrograph is larger.
This experiment is designed to show the problem of having two evapotranspiration methods just by
changing the constants inf f; and keeping the LAI parameter constant.
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Figure 4.4: Canopy evaporation for original and modified model. Canopy evaporation is the same for
both methods as it only incorporate LAI and an storage coefficient.

method are shown in equation 2.16 is fully compatible with the original definition of potential evapotran-

spiration. This approach don’t apply any reduction factors to the residual potential evapotranspiration.
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Figure 4.5: Porous media surface evaporation for original and modified model. The evaporation from the
subsurface soil is driven to zero in the modified method (LAI of 4.0), while it is nonzero and significant
in the original formulation. For the smaller LAT values, the original and modified formulations are also
different. The reduction can be attributed to the shading effect by vegetation. However, as shown in
figure 4.2, the shaded soil is also capable of evaporation due to atmospheric demands.
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Figure 4.6: Plant transpiration for original and modified model. Plant transpiration for each of the
methods of calculation is similar. Original method in general produces larger transpiration. The root
depth is also an important factor. The plant transpiration is affected by soil properties such as field
capacity and residual water saturation. The same level of transpiration is observed for both models,
indicating that water availability in the soil is at the same level. The same water availability indicates
of water shows that the remaining water on the surface should evaporate or turn to runoff.

The second formulation here refereed to as the modified method reduces the evapotranspiration poten-
tial by a factor of 1 — f1(LAI). The reasoning is that shading due to the canopy reduces the potential
evaporation from the surface. Though it seems to be a good reason to reduce the potential evapotranspi-
ration, it should be noted that what is calculated as a potential evapotranspiration is the combination of

evaporation and transpiration. This reduction can only be applied to the evaporation caused by direct
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Figure 4.7: Surface evaporation for original and modified model. Surface evaporation is the same as the
subsurface evaporation. The same formulation is used to calculate evaporation from the surface. The
difference between surface evaporation becomes significant as the LAI becomes larger.
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Figure 4.8: The hydrograph shows when using the (solid lines), the hydrograph is lowered as the is
expected. The dashed lines have the surface evaporation reduced significantly. In the case of LAI =
4, the transpiration is forced to zero. This effectively removes a large sink and the water that should
have been evaporated, turns into runoff and ends up in the river stream. The base flow for small LAI

and large LAI are closee to each other. The solid lines show a systematic reduction of base flow with
increasing LAI.

solar radiation and not the total value of potential evapotranspiration. Furthermore, the f; function is
a linear function which is defined by two constants ¢; and c¢p. This function can become equal to one for
the widely used values of the constants in the equation and make the reduction factor of 1 — f;(LAI)

equal to zero for some values of leaf area index. This in effect means that there will be no surface
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evaporation in the HydroGeoSphere model for as long as f; function is above or equal to one. It may
be argued that the choice of ¢; and ¢y should be made so that the reduction factor does not become
zero. Though this gives an extra level of control, the primary goal of f; function is to control the actual
transpiration of the plants, and it has been shown that for leaf area index below two, proper values
of ¢ and ¢y are 0.2 and 0.3 [138]. Assuming that f; should increase with the increase of LAIL it is
not logical to choose smaller ¢; and co values for larger LAI values. As a simple test, two sets of the
c1 and ¢y values are used in two simulations and part of the resulted hydrographs are shown in figure
4.3. These two models are different only in the parameter values of ¢; and ¢z. The modified method of
calculating evapotranspiration is selected in HydroGeoSphere. The logical expectation is that discharge
for smaller f; value should be larger. However, the simulation shows that the discharge is larger for the
larger f; function. In this test, the constants ¢; and co are chosen so that the one set of them makes
f1 function equal to one. Therefore the surface evaporation and top soil evaporation is turned off. The
actual evaporation is limited to the transpiration from the plants. This leads to an excess of the surface
water on the surface and top soil which leads to the increase of the discharge from the hydrograph. The
choice of the surface evaporation method in HydroGeoSphere becomes important as reducing evaporation
to zero, affects the surface saturation, infiltration rates, total evapotranspiration and runoff generation
and discharge. Simulations conducted to show the effect of each of these methods on hydrograph and
surface and top soil evaporation. The results of the top soil evaporation, surface evaporation, canopy
evaporation and plant transpiration for multiple sets of LAI and root depth are shown in figures 4.4,
4.5, 4.6, 4.7 and 4.8. From the results of these simulations, using the original methods seems to better

reflected the overall behavior of the catchment.

Experimental evidence also supports the choice of the evapotranspiration model as shown in figure 4.2
as reported by FAO56 [52]. The shading reduces the rate of evaporation at the start of the experiment,
however, the potential evaporation is not totally hindered as the ambient heat can transfer energy to
water and cause evaporation. It should be noted that there is also many measurements from various
forests that show the existence of a surface evaporation component ranging from 20%, to 15% of actual
evapotranspiration [139, 140, 141].

A closer look at the formulation of these two approaches show that the equation used in the modified
version 4.1 does not take into account the availability and distribution of the water in root zone. The

surface evaporation in the modified form is computed using equation 4.1.

E,=a x (B, — Eean) x (1 — fi(LAI)) x EDF (4.1)

in which Ej is the evaporation from the surface [LT71], « is the scaling function [—], Ep,, Eeqn are
potential evapotranspiration and canopy evaporation [LT ], f; is the a function of leaf area index [—]
and EDF is the evaporation depth function [—]. The reduction of the surface evaporation according to
equation 2.16 and 2.17 produce similar results if constants ¢; and ¢ are chosen so that the f; function
does not become equal to one. In this case the constants in the evapotranspiration are treated solely
as degrees of freedom in the model, so that a suitable water extraction by plants can be achieved. The

choice of the constants in f; should reflect the effectiveness of the plant is in transpiration.

The problem with 4.1 can be also explored by simple assumptions about the state of evaporation.
By assuming zero canopy evaporation, the equation is simplified to the form shown in equation 4.2. The
transpiration formula also reduce the to the equation 4.3 and the evaporation from the original method

is simplified into equation 4.4. If T}, is replaced from equation 4.3 into the equation 4.4, the result is
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equation 4.5.

E, = a x (E,) x (1— fi(LAI)) x EDF (4.2)

T, = f1(LAI) x f5(8) x RDF x (E,) (4.3)
E,=ax (E,—T,) x EDF (4.4)

E,=ax E, x (1— fi(LAI) x f»(8) x RDF) x EDF (4.5)

The parameters in the equations are defined same as before. Comparing the equation 4.5 and 4.2 with
the assumption of no water availability limits, where the « is equal to one and f2(#) is the maximum value
possible, shows that these equations produce the same value. However, when the surface is partially wet
and the potential evapotranspiration conditions do not apply these equations will have different values.
The difference results from the way transpiration works in the equation 4.5. In this equation, there is a
term RDF which is the contribution of the water availability in the root zone at given depth and the
f2(0) function that takes into account the behavior of the vegetation with respect to water availability.
Therefore, at the times that the transpiration is limited due to various constraints, the E, — T}, term is
not zero. However, in the equation 4.3, when f; is equal to one due to large values of LAI, the surface
transpiration stops regardless of the amount of transpiration. This formula basically ignores the most
important control on evapotranspiration namely the availability of water. Replacing actual transpiration
by plants and using the 1 — f; function to reduce the amount of surface evaporation basically assumes

that plants are transpirating at maximum rate (in potential transpiration).

4.2 Base line model: Sparse vegetation

In order to compare each experiment with a base line, a model with no vegetation or clearcut scenario is
defined here. The clearcut scenario has a different albedo value and therefore the evaporation is smaller
than total evapotranspiration. The evaporation is also limited to the surface and the top soil as there is

no transpiration from the plants. This in turn reduces the actual evapotranspiration.

4.2.1 Potential evapotranspiration

Potential evapotranspiration for the base line is calculated with albedo of 0.159 and no vegetation.
Important parameters that affect the clearcut potential evaporation are albedo, lack of vegetation and
wind speed profile. Wind profile depends on the topography and the catchments orientation.

The amount of change in evaporation with the introduction of small amount of vegetation depends
largely on the species and the age of vegetation. To validate the clear cut evaporation potential calculated
using Penman-Montieth equation, the Thronthwaite equation is also used to estimate the potential

evaporation. The two methods give similar total annual evaporation rates.

4.3 Experiment I: Deciduous Forest

Deciduous forests have trees that loose their leaves at autumn when the weather starts to get colder.
The variations in the LAT is documented by [142]. The total reduction of the LAT exposes the soil and
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Figure 4.9: Computed clearcut evaporation. The albedo increases due to the lack of vegetation. There is
also the lack of vegetation which affects the total evapotranspiration. The wind speed over the catchment
also will be different. No feed back between clear cutting and the atmosphere is assumed. Part of the
energy that would have been used by photosynthesis and also shading will warm up the land and the
soil surface will be warmer. There micro-climates which reduce the temperature locally and shade the
surface of the soil is also not present here.

the albedo changes from the albedo of the forests to the albedo of bare ground. The calculation of
the potential evapotranspiration should include this change of albedo to correctly reflect the boundary
conditions of the catchment. This changes the amount of the solar energy reflected back to atmosphere
from the catchment. The energy budget of the surface changes as a result. The root depth of the of
these types of forests are estimated to be about 4.7m [143].

4.3.1 Annual LAI variation

The idealized LAI for Deciduous forests start with a zero transpirational vegetation (LAI = 0.0) for
the winter and early spring. As the growth season approaches, a rapid increase of LAI to 4 occurs.
With the onset of autumn, the trees starts to loose their leaves. The LAI is reduced to zero again at
late August. The distribution of the LAI affects the hydrological response of the deciduous forest. The
canopy interception is highest in the summer and lowest for the spring and winter precipitations. The
transpiration follows the LAI so the subsurface is affected by the plants only in the growth season. The
root depth suitable for this kind of forests can be variable. Variation of LAI for this kind of forest is

shown in figure 4.11.
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4.3.2 Evapotranspiration

Evapotranspiration is regulated by the leaf stomatal resistance and the canopy density, vegetation height
and albedo. The stomatal resistance is chosen to be 50s/m,200s/m for day and night time respectively.
Since there is not any wind measurements available, the 2m wind measurement is used for all the forests.
It is important to note that each forest will have it’s own micro-climate throughout the year. There will
be also an aspect control on the amount of energy received by plants. The resulting evapotranspiration

is shown in figure 4.12.

4.4 Experiment II: Pine Forest

Pine forests or coniferous forests have needle shaped leaves. This type of trees can grow tall and they
don’t loose their leaves in winter. Pine forests also known as temperate needle leaf forests. These forests

can usually be found in the higher latitudes of northern hemisphere [128].

4.4.1 Annual LAI variation

The idealized LAI for the winter and early spring is around 2 and there is an increase in the LAI in the

growth season to 3. The LAI variation for a year is shown in figure 4.13.

4.4.2 Evapotranspiration

Stomatal resistance for this kind of forests are relatively larger than Deciduous forests. The needles are
better in preserving the water and withstanding the colder temperatures. For Pine forests, the proposed

nightly and daily stomatal resistance are 200s/m and 67s/m [128].

4.5 Experiment I1I: Hardwood Forest

Hardwood forests are a combination of different plants and trees. They may include undergrowth shrubs,
pine trees, broad leaves and Deciduous plants. This kind of combination of the plants are observed in

the Schonbuch forest where the Steinlach catchment is located.

4.5.1 Annual LAI variation

The LAI variation for the Hardwood forest has both the character of the Deciduous and coniferous
forests. Part of the trees in these Hardwood forests don’t loose their leaves. So the winter LAT is about
0.5. At the growth season LAI reaches to the value of 4 and similar to the Deciduous forest, by the end
of the growth season, the LAI is reduced [142]. The LAI variation is shown in figure 4.15.
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4.5.2 Evapotranspiration

The stomatal resistance proposed for this type of forest is 50s/m and 200s/m for daytime and night

time. A potential evapotranspiration for this forest is shown in figure 4.16.

4.6 Summery of forest parameters

A tabular summery of the parameters presented at table 4.1. Albedo changes the amount of sun energy
input to the surface. Part of the this energy is spent in warming up the earth surface, and part of it
is consumed for photosynthesis. Surfaces with smaller albedo values increases the energy input to the
surface and therefore potential evapotranspiration is increased. The Deciduous forests have the largest of
the root depth and LAI. The stomatal resistance is smaller compared to Pine forests which makes them
efficient in transpiration. The Hardwood forest has large LAI and intermediate root depth. The albedo
for the clearcut vegetation is that of bare land. The rest of the parameters are the same for all models.
Climate parameters such as wind speed, relative humidity, pressure, surface and subsurface temperature

and solar radiation are the same for the simulation period for all of the models.

Table 4.1: Parameters used for forests types in the experiments
clear cut Hardwood Deciduous  Pine

Root depth]m] - 3.48 4.7 2
Maximum LAT|-] - 4 4 3
Minimum LAT]-] - 0.5 0.0 2
Stomatal resistance night[s/m] - 200 200 200
Stomatal resistance day[s/m] - 55 50 67
Albedo 0.159 0.091 0.092 0.062
Canopy storage [m/m?] - 0.0005 0.0005 0.0003

4.7 Results

The precipitation is partitioned in to different components for the Steinlach catchment. The partitioning
values are shown in table 4.2 and figure 4.17. The values are turned in to the equivalent depth of precipi-
tation for the entire catchment. The first row in 4.2 is the infiltration. As it is shown by the values in the
table, the total infiltration rates are almost equal. The infiltration is controlled by top soil saturation, rill
storage and obstruction storage parameter. The rill storage and obstruction storage height are chosen
to be 0.001m,0.002m respectively in HydroGeoSphere [41, 144]. The role of these parameters are to
simulate the effect of micro-topography and depression storage or reduction of the velocity of water due
to obstructions. Infiltration is an internal exchange flux between surface and subsurface and it does not
produce any flow in or out of the catchment. The infiltration for Deciduous forest is slightly larger (about
one percent) as the Deciduous forest has only large canopy size in the growth season. As the catchment is
in equilibrium annually, the infiltrated water transfered out of the catchment eventually by transpiration
or river discharge. The next row in the table 4.2 is the exfiltration out of the subsurface and into the
surface. Exfiltration for the clear cut scenario, is about twice as large as the forested experiments. The

deficit in the exfiltration for the forests can be attributed to the plants transpiration which takes water
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Table 4.2: Water cycle components for forests and base model
clear cut (small undergrowth) Hardwood Deciduous  Pine

Infiltration[cm)] 49.7985 46.5537 49.6803 45.2940
Exfiltration[cm] 4.6477 1.8019 2.3653 1.4913
Canopy ET|[cm] 1.7186 14.8829 10.3601 15.2339
Surface ET[cm)] 11.7411 26.8923 25.9285  27.6204
Plant Transpiration[cm] 0.7084 20.1728 19.6535  12.0649
River Discharge[cm)] 20.4496 7.9715 9.9677 8.3220

directly from the root depth and does not allow the water to reach to the surface. Canopy evaporation
for Deciduous forest is about 30% less than Hardwood and Pine forests. The transpiration component is
the same for Hardwood and Deciduous forests. This is due to the larger root depth in Deciduous forest
compared with Hardwood forests. River discharge is at the same order of magnitude for the forests.
The potential evapotranspiration is higher at the growth season, where Hardwood and Deciduous forests
have almost the same amount of LAI. The higher stomatal resistance and smaller root depth reduces the

efficiency of the Pine forest for transpiration.

The Surface evapotranspiration for the forests is twice as large as the clear cut scenario. Evapotran-
spiration is most effective when there is water available for evaporation. For the case of clearcut scenario,
a larger portion of the precipitation exits the catchment as discharge from the river as the bank storage
readily activated due to higher water table depth. For the forests, the lower water table provides more
storage and therefore water is stored in the catchment and some part of the stored water contributes to
the surface evaporation. Plant transpiration is also a major sink in the forested catchment simulations.
Pine forest transpiration is less than the other forests as Pine leafs (mostly needles) have higher stomatal
resistance and shorter root depth. Hardwood and Deciduous forests transpire the same amount of water.
The discharge for forests in the last column is controlled by when the LAI is large and when it is small.
Besides transpiration, the canopy storage also important in flow generation. The discharge for the clear
cut model is twice as large as the forested simulations. This is mostly due to the larger activation of the
bank storage and groundwater storage as is shown in the exfiltration column and lack of other storage

buckets such as canopy and transpiration.

The emergent behavior of the subsurface and interaction with the surface is of importance here as
HydroGeoSphere allows us to peer into the dynamics of how different elements such as vegetation, bank

storage and groundwater change in time.

4.7.1 Analysis of hydraulic heads in observation well

A suitable way of looking at the variation in groundwater levels is to place observation wells over the
catchment. Eight observation wells are placed in different places in the model as shown in figure 2.16.
Observation wells and points show the variation of hydraulic head in surface and subsurface due to the
various forcing and boundary conditions. The changes in water levels on the surface and subsurface
are recorded for each computational time by HydroGeoSphere. Observation point one is located in the
flood plane. It is the nearest point to the outlet. The free flux boundary condition and the impermeable
middle layer near the outlet control the water table elevation throughout the catchment. The divergence

of hydraulic head between forest simulations are larger compared to the other points.
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Observation point number tow is located at a beginning of a small narrow valley. For the clearcut model,
this point is inside the river stream as the surface hydraulic head is higher than the elevation of the obser-
vation well. The river stream goes dry for the forested simulations. The coupling is much tighter between

surface and subsurface flow and the subsurface hydraulic head responds to most of the precipitation event.

Observation well number three is located further away from the river and is located between two
river streams. The hydraulic head are monotonically rising for the time period in the figure. This shows
that the steady state hydraulic head was lower than the dynamic steady state but the same patterns are
present as well for different forests. Also the daily fluctuations of the plants breathing are not present in
the forested catchment showing weaker linkage between this part of the catchment to the global dynamics
of the rest of the catchment. This shows that there are parts of the catchment that are not influenced to
large extent by small fluctuations of the surface and the hydraulic heads are controlled by topography
alone.

The trends in observation well number four are the same as observation point number five. Except that
it is further away from the river stream as well as having more upslope area.

Observation point number five is located at the flood plane near the river. The clearcut model at this
point is a recharging point. The subsurface hydraulic head is above the surface head. Water table is
close to the surface. The upstream area of the point is much larger and therefore the activation of the
subsurface is much larger and more significant. The linkage between surface and subsurface is larger.
The rate of change of subsurface is larger if the subsurface is lower as shown in figure 4.22.

The surface head shows a large fluctuations with the precipitation. The point is part of the river for
clearcut model and part of the flood plane for the forested simulations. As the upslope area increase,
the cumulative effect of bank storage and groundwater activation to the precipitation events are more

pronounced

Observation well number six is located at a the peak of a local hill. The subsurface hydraulic head is
about 12m below the surface. For all the simulation cases, the water tables have the same height. There
is not any water accumulation on the surface as well. This shows that the surface is dry and therefore all
of the precipitation infiltrates into the subsurface or moves downstream as the slope is large. The head

variation for this point is shown in figure 4.23.

Observation point number seven is located downstream a small valley. As it can be seen from the
relief map as shown in figure 2.11, the upslope area is small. There is a small amount of fluctuation for
the surface hydraulic head. The subsurface hydraulic head for the clearcut model is close to the surface
elevation. The subsurface hydraulic head is higher for the Pine forest compared to the Deciduous and

Hardwood forest as shown in figure 4.24.

Observation well number eight is located at the elevation of 493.825m. The variations in subsurface
and surface hydraulic head is shown at figure 4.25. In the subsurface hydraulic head variation for the
forests follow a similar pattern. The clearcut model has a higher water level. The difference between the
clearcut scenario hydraulic head and forests hydraulic head is due to transpiration. In this observation
well, the surface water levels do not change as much as the subsurface. As this point is near to the

catchment boundary to the south, there is not any flow accumulation on the surface.
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All the observation points have similar trends. For the time period shown in the figures, the Decidu-
ous forest lowers the water table more than the other two forest type. The difference between water table
elevation have spatial and temporal dependence. The difference between hydraulic head in the growth
season can be as large as bm. At the start of the growth season, the water table elevations are close to
each other and then rapidly each water table diverge from other scenarios based on the root depth and
LAI Water table for the Hardwood forest is lower than Pine forest water table as the root depth and
LAI is larger than Pine. The Pine forest is not very efficient in transpiration because the canopy size is
about 2/3 of the Deciduous and Hardwood canopy. The root depth is about 1/2 of the Deciduous and
Hardwood root depth.
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Figure 4.10: Thornthwaite potential evaporation for clearcut scenario. The empirical equation of the Thornthwaite is used to estimate potential
evaporation for the clearcut case. The result are in good agreement with the Penman-Montieth equation.
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Figure 4.11: Annual variation of LAT for Deciduous forest. Deciduous forests are characterized by loosing
their leaves when the weather becomes colder in autumn. In the growth season, they produce a large
canopy with higher efficiency in transpiration compared to the Pine forests. The LAI values are fitted
and simplified to reflect the measured trends [142].
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Figure 4.12: Evapotranspiration computed for Deciduous forest. The evapotranspiration in this case
is largely controlled by the LAI, albedo, and stomatal resistance of the tree types. PET is strongly
influenced by the LAI increase in the growth season and decreases as the LAI is reduced.
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Figure 4.13: Annual variation of LAI for Pine forest. Pine forests have needle shaped leaves and they
keep these needles all the year around. They mostly grow in colder climates and are more resistant
to harsh weather systems. The stomatal resistance is high, which makes them relatively inefficient in
transpiration. The LAI values shown in this figure are fitted and simplified to reflect the measured trends
[128].
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Figure 4.14: Evapotranspiration computed in Pine forest. As Pine forests do not lose their leaves
throughout the year, the potential et predicted for Pine forest is also largely affected by existence of
transpiration of the Pine leaves(needles).
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Figure 4.15: Annual variation of LAI for Hardwood forest. Hardwood forests are a mixture of Deciduous
and Coniferous forests. This kind of forests are also suited for harsh environments and can grow a large
canopy. The LAI values are fitted and simplified to reflect the measured trends [142].
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Figure 4.16: Evapotranspiration for Hardwood forest. The Hardwood forest mostly consist of Deciduous
trees with an addition of ever green trees. The stomatal resistance of Deciduous plants is used for the
computation of the PET in this kind of forest.



72 CHAPTER 4. EFFECTS OF VEGETATION TYPE ON HYDROLOGY AND EROSION

1-2 T T L T
1t 4
£
=0.8
= B nfiltration
[} I Exfiltration
© 0.6 @ Canopy ET
€ [T Surface ET
g [_1Plant transpiration
a [_]River discharge
50.4
=
N}
0.2
0 : : :
Sparse vegetation Hardwood Deciduous Pine

Figure 4.17: Equivalent water depth of components of water cycle for each forest and base model. The
infiltration and exfiltration happen inside the catchment and do not change the total balance in and
out of the catchment. The values do not sum up to a conservative value as a result of exchange fluxes
between surface and subsurface. There is also an storage component in the surface and subsurface which
is assumed to be small for the annual simulation.
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Figure 4.18: Surface and subsurface hydraulic head for observation point one. The water table depth
show an average coupling to the surface and the water tables diverge with a greater rate.



4.7. RESULTS 73

357 r
356.9
356.8 | ‘
[
356.7 1 : : — bareland sub.
P — — —bareland sur.
'E 356.6 : : ~ Deciduous sub.
= h —— ~ Deciduous sur.
g — Hardwood sub.
g 356.5 — — - Hardwood sur.
— Pine sub.
356.4 ——-Pine sur.
356.3
356.2
356.1 . |
200 250 300

Time[days]

Figure 4.19: Surface and subsurface hydraulic head for observation point two. This point is located on
the river bed. The coupling is very strong and subsurface hydraulic head is largely above surface head,
which acts as a recharge point for the river.
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Figure 4.20: Surface and subsurface hydraulic head for observation point 3. The subsurface hydraulic
head rises as the surface head stays zero. There is not any sign of the daily fluctuations of subsurface
hydraulic head, indicating a topographical control on this part of the catchment.
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Figure 4.21: Surface and subsurface hydraulic head for observation point four. This point shows a tighter
coupling between surface and subsurface. For the clearcut simulation, it acts as a recharge point.
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Figure 4.22: Surface and subsurface hydraulic head for observation point five. Water table for clearcut
model is always above the surface water head. For forested simulations, this point gets water from the
river.
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Figure 4.23: Surface and subsurface hydraulic head for observation point six. This point located at the
hillslope with a small upslope area with steep slopes. Surface water shows small magnitude fluctuations
as subsurface water table is also affected.
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Figure 4.24: Surface and subsurface hydraulic head for observation point seven. The water table is dis-
tanced from the surface and there is not a significant amount of coupling between surface and subsurface.
This point is located on the mountainous southern part of the catchment.
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Figure 4.25: Surface and subsurface hydraulic head for observation point eight. This point is located
near the boundary of the catchment. The subsurface shows small decrease and recover for all simulations
while the surface head is not largely affected by precipitation events
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4.7.2 Analysis of seasonal evapotranspiration

Total actual evapotranspiration for the Deciduous forest is shown in figure 4.26. Plant transpiration
for the catchment is shown in figure 4.27. Total actual evapotranspiration is strongly influenced by the

transpiration. The largest transpiration occurs at early May to late August.

Surface evaporation is due to the evaporation from the topsoil and surface water bodies, river stream
or puddles. Surface evaporation is highest where subsurface water feeds into the surfaces near the river
stream network. As discussed before in this chapter, the choice of evaporation formula affects the base
flow and peaks for the catchment. Using the f; function to reduce the surface evaporation, would have
turned the evaporation from the surface to zero when LAI becomes large. This in turn allows the surfaced
water to reach the river stream and contribute to the base flow. At the other hand, calculating the surface

evaporation using transpiration component allows for the evaporation demands to be met.
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Evaporation is reduced due to existence of small amount of transpirational leaves in non-

growth season. Winter and autumn have the smallest amount of evapotranspiration. The availability of the water and movement of water from various

parts are strongly influenced by ET.
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Figure 4.28: Surface evaporation from top soil in Deciduous forest. The evaporation from the top soil and the lakes and puddles on the surface make
up the surface evaporation. The surface evaporation and transpiration make up the actual evaporation. Surface evaporation reaches the maximum at

late spring and most of the summer.
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4.7.3 Analysis seasonal of exchange flux

Exchange flux between surface and subsurface depend on the head difference of the respective flow fields.
For parts of the catchment with deep water table, the exchange flux is always toward the subsurface.
As the water table nears to the surface and becomes larger than the surface water hydraulic head, an
exfiltration flux feeds water to the surface. As an extreme case of the fluctuation of LAI, deciduous
forest’s exchange flux is shown in figure 4.29. The Hardwood and Pine forest exchange flux show the
same trends but with smaller variations.

The monthly variations show that the state of the water table changes as the growth season start and the
transpiration by plants lower the water table and moisture content of the root zone. As the subsurface
moisture content becomes low at July, August and September, the average exchange flux is feeding the
subsurface. At winter and early spring and late autumn, where there is not a large transpirational LAI
in the catchment, the water table recovers to its highest level and the river stream start to gain water
from the subsurface. The spatial distribution of the exchange flux is also important and catchment

topography plays an important role in how the surface and subsurface interact.
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Figure 4.29: Deciduous forest exchange flux. The spatial and temporal distribution of the surface and subsurface exchange flux is shown for the
catchment. At winter and early spring, the water table is high and the subsurface water is mostly exfiltrated to the surface near the river stream
networks. The river is mostly in a gaining mode. The trend changes at the start of the growth season as the forest canopy starts transpiration, the
exchange flux is reversed in river network. The water table elevation declines and more water is infiltrated to the subsurface. At the end of growth
season, the recharge of the water table is facilitated by the decline of plant transpiration as the water table rises. The rise of the water table restarts
the exfiltration of the subsurface water to the surface especially in the flood plains.
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4.7.4 Analysis of hydrographs

Hydrograph fluctuations emerge as a result of interaction between various process in the catchment.
Parts of the hydrograph for the experiments are shown in figure 4.30 and 4.31. The discharge from the
catchment is regulated by the size of the canopy to a large extent. The clearcut scenario has the largest
peaks, followed by Deciduous forest, Hardwood forest and Pine forest.

As hydrograph is an emergent single value variable in time for the entire catchment. The contribution

of the subsurface discharge requires modeling of the age of a water or a tracer compound. 4.2.

Although the hydrographs look very similar for the forests, there are subtle differences in the peaks
and over all behavior due to the canopy size. The precipitation intensities larger than about 3 to 4
mm/hour do not produce a flood event hydrograph as the precipitation is mostly absorbed by the var-
ious sinks in the catchment. Deciduous forest and Hardwood forest peaks are very close to each other

at the end growth season. The Pine forest produces the largest peak at the beginning of the growth season.



CHAPTER 4. EFFECTS OF VEGETATION TYPE ON HYDROLOGY AND EROSION

84

150 v _ﬂ1_1 _ ! : 0

© 100 - 10 M
™ <
£
E E
>
%u — hardwood m
w ——pine £
ﬁw deciduous m
(%) —bareland oo 8
A 07 I precipitation 1% =
(0]
o
0 30

i ST I I
162 164 166 168
Time [days]
Figure 4.30: Annual discharge for the forests at the beginning of the growth season. The largest peaks are in the clearcut scenario followed by Deciduous

forest, Hardwood and Pine forest. Precipitation intensities smaller than 4mm/hour are absorbed by various sinks like canopy and infiltration to
subsurface. For intensities larger than 4mm/hour, the canopy storage and subsurface storage are overrun and discharge occurs which causes erosion.
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4.7.5 Analysis of specific stream power

Stream power is an effective measure for quantifying the ability of stream to erode the bedrock or trans-
port sediments throughout the catchment. Stream power is the product of stream slope and water flux
flowing for a given reach or river network. In mountainous headwater regions, the steeper slope (about
20% to 10%) compensates for smaller water flux and therefore sediment and regolith can be moved
downstream. At flat regions, the flux is larger (catchment dependent) and the slope is very small (about
3% to 0.1%). As a result, the river stream is at dynamic equilibrium and mostly transports the regolith
produced at the upstream. Here specific stream power for the forests and the clearcut simulations are
analyzed .

The two dimensional transient surface flow allows us to study the actual erosive power associated with
the river bed and flood bank erosion. Stream power, does not depend on the regolith or soil properties.
Therefore it can be seen as a parameter that can act as a bridge between hydrology and geodynamics.
This makes it a good criteria for the comparison of the potential erosion in the catchment and its rela-
tion to hydrological processes without an explicit knowledge of the river bed material hardness or the

availability of the regolith.

The mean stream power for the forests are similar. Here the maximum of the mean stream power for
the Deciduous forest is discussed. Envelop of maximum values per node for each month for the Deciduous
forest are shown in figure 4.32. The envelope is made up of the maximum value of the specific stream
power at each node for each month. Stream power travels as a wave for each event. Various factors, such
as temporal variation of the precipitation and canopy size and evapotranspiration control the stream
power and therefore erosion in a catchment. The overall trend is that for most of the precipitation
events, the stream power is largest in winter and late autumn. However, large intensity precipitation

events can produce significantly large stream power in the stream network in the growth season.
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Figure 4.32: Average specific stream power for clearcut scenario]. Average of the specific stream power
in the river stream. Stream power travels as a wave for each event. The annual average here shows
specific hot spots of erosion. the hotspots arise due to the higher local velocities due to the geometry of
the river at that point.
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4.7.6 Analysis of erosion patterns.

Erosion for the forests is calculated according the formulation presented in chapter two and the results
are presented here. According to the diffusive wave equation, water flux is proportional to the h3 and
erosion is proportional h3 where h is the depth [L] of the water in the river if the critical shear is ignored.
The rate of increase of sediment is slower than the rate of increase of water flux as the water depth in-
crease. With the increase of the discharge, the wet perimeter of the river also increase and therefore the
water depth does not increase proportionally with the discharge. The filling of the flood banks limit the

increase of the water depth according to the river channel topography.

The erosion rates is controlled by the number of the precipitation events that can overcome canopy
storage, infiltration capacity and evapotranspiration rates to produce an increase in the river discharge.
when the river bed shear stress becomes larger than critical shear stress on the river bed, the movement
of the regolith starts. At winter and early spring, when the evapotranspiration demand is low and water
table elevation is recovering from the growth season depletion, the smaller precipitation events are more
likely to elicit larger discharge peaks and therefore more energy is available for the transport of regolith.
The higher water table causes a steady rate of exfiltration that supplies the base flow, expediting more
runoff and river stream interception. The storage of precipitation in the subsurface and slow release of
the of water dampens the precipitation events to large extent in the summer where transpiration and
evaporation demand is high throughout the catchment. Monthly erosion patterns for Hardwood forest
and clearcut scenario is shown in figure 4.33, and 4.34. The spatial distribution of the erosion pattern in
the forests are similar. This is due to the limitations of the mesh size. the with the increase of the water
discharge, the river width increase and therefore the water depth does not increase as much to reflect

the increase in the river bed shear stress.
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Figure 4.34: Monthly erosion patterns for clearcut scenario. An increase in the intensity of the erosion and the spatial extent of erosion is seen for the
clearcut scenario. The spread of the flow over larger area limits the increase of the erosion. An accurate representation of the topography and river
bed geometry is a major drawback of the current approach.
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The spatial distribution of the erosion patterns are important for how the bank and floodplain erosion
work. The cumulative bed load sediment flux discharge out of catchment is shown in figure 4.35. The
discharge shows how erosion is effected by various parameters on a catchment level scale. Deciduous
forest has the largest sediment discharge followed by Pine and Hardwood forests. With the start of the
growth season, The Deciduous forest canopy starts to be more effective both as canopy interception and
subsurface transpiration. This lowers the erosion rate in the Deciduous forest at the growth season.
Deciduous sediment flux is about 5% more than Pine and Hardwood forests. The response of the forests
in the beginning and end of the year are much more pronounced. The increase of the discharge for
the events at the beginning and end of the year is larger compared for the precipitation events despite
the increase of the intensity of the events in the summer. The representation of the geometry of the
catchment is a controlling factor as the depth of the water does not increase significantly with the increase

of discharge.
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Figure 4.35: Sediment flux for forest scenarios. Deciduous forest’s winter response to the precipitation is larger due to the lack of canopy before and
after the growth season. Starting with growth season, canopy interception and subsurface transpiration is activated in the Deciduous forest which
reduces the rate of the sediment discharge, At the end of growth season, the sediment flux increase again as the canopy interception goes to zero and
transpiration from subsurface also vanishes. The sediment discharge from Pine forests is less than Hardwood and Deciduous forests before the growth
season as it has a larger canopy size. With the onset of the growth season, the hardwood canopy size increase and the discharge from the hardwood
decrease faster than the pine forest. The Pine forest sediment discharge overtakes the sediment discharge from the Hardwood forest. The clearcut
scenario produces about 150% more sediment than the forests.



4.8. CONCLUSIONS 93
4.8 Conclusions

The hydrological simulations show that the ground water table depth is controlled by plant transpira-
tion. The canopy interception becomes important when the potential evapotranspiration is significant
at summer. The water table is controlled by recharge in mountainous regions of the catchment rather
than topography. The forest types studied here can be viewed as perturbations of the existing forests
in the region. The existing forest composition is mostly of the Deciduous type interwoven with conifers.
The three forests show a general trend in the erosion but there is also a variation in their response to
the precipitation as a hydrological driver. It is noteworthy that these hydrological forest simulations
do not intend to capture all the pertinent mechanisms and dynamics of the catchment. The effects of
macro-pores, raindrop disturbance of the hill-slopes, details in top soil variations are not included here.
The models are also limited in the mesh size, having implications both for the hydrology and erosion.
The spread of the river stream is larger than in reality which in effect increases the exchange width with
subsurface, increases the interception surface of the river channel and hydraulic radius of river. The
conceptualization of the runoff generation mechanisms (Dunne diagram) [119, 120, 145] provide a simple
starting point for understating the response of the forests. However, the catchment studied here has
many variable features than a single point in the Dunne conceptual model can not be used successfully
for the characterization of the runoff generation. The Catchment can not be categorized as one of the
saturation excess, infiltration excess or Hortonian runoff system. The water table at the hilltops at the
south of the catchment are deeper than rest of the catchment. the slopes are much higher at the moun-
tainous region and vegetation density varies from month to month. So a dynamic transition between
runoff generation mechanisms are expected. The advantage of the formulation and solution of the partial
differential equations that govern the flow of water in the surface and subsurface does not require for
any explicit assumption on the part of the modeler about the nature of the runoff. Although having a
conceptual model of how the transitions and possibilities can develop are helpful. The transition from
saturation excess to infiltration excess happens within the domain where the physics of system dictates
as the drivers or boundary conditions change.

The climate input for the simulations presented in chapter two indicate a year around precipitation
pattern with an slight increase of precipitation intensity in summer. Evapotranspiration demand is also
highest in the summer and lowest in winter. According to the Penman-Monteith equation [52], smaller
vegetation densities limit the evapotranspiration. Evapotranspiration reaches the evaporation limit when
the LAI increases. However, the increase in not linear a saturation level is reached with the increase of
LAI. Assuming that the evaporation from the surface is according to the formulation presented in the
beginning of this chapter [26, 146, 42], and the potential evapotranspiration is according to the Penman-

Monteith [52], each forest’s response can be studied in to 3 phases.

The first phase starting from January to the beginning of the growth season, is characterized by the
lower evapotranspiration demand due to lower solar declination. The mean precipitation intensity is also
about 10% lower than maximum precipitation intensity that occurs at summer. The canopy size is zero
for Deciduous forest. The Hardwood forests canopy size is 12.5% of the maximum canopy size and the
Pine forest canopy size is about 67% of the it’s maximum canopy size. As the potential evapotranspi-
ration is smaller at this phase, the existance or lack of the canopy do not influence the erosion rates in
a significant way. The trends are similar for the forests. The difference in water flux and sediment flux

is also small (2 to 5 percent). Hardwood forest produces slightly more sediment discharge than Pine
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forest as its canopy size is smaller. The transpiration of the plants in the Pine and Hardwood forest do
not impact the subsurface water table in a significant way. At this stage, the water table elevation is

recovered from the summer evapotranspiration.

The second phase can be roughly identified with the start of the growth season from June to end
of growth season at September. At this phase, the precipitation intensities increase by 20%. Poten-
tial evapotranspiration increase significantly (about 150% to 200%). The canopy size increase based on
the type of the trees in each forest. The water table is continuously lowered by transpiration based
on root depth and canopy size. The lowering of the water table is more pronounced in the Deciduous
forest in the growth season as the root depth is larger and the canopy grows rapidly to the lai value
of four. Despite the increased intensity of the precipitation events, most of the events do not produce
runoffs and the precipitated water infiltrates into the subsurface or evaporated from the canopy. A lim-
ited number of precipitation events with high intensities or longer durations produce runoff and cause
erosion on this phase. The increase in Potential evapotranspiration and increase in canopy counter the

increase in precipitation intensity and a strong control on the amount of erosion is observed for the forests.

The third phase starts at end of growth season at late September until January. At this phase, the
depleted water table starts onto the recovery path while the lower declination of the sun reduces the
evapotranspiration demand again, and there is a reduction in the intensity of the precipitation events.
The decrease of canopy and lesser evapotranspiration demand shows an increase in the erosion rate.
Part of the precipitation infiltrates to the subsurface and base flow recovers due to the increase of water
table elevation. Average stream power for this phase is also higher due to the existence of base flow.
The runoff and stream flow at this phase are more active even with lower intensity events and therefore
erosion rates increase slightly. the increase of the LAI in Hardwood forest at the growth season reduces
the sediment flux.

The sediment discharge from the catchment is controlled by various factors. The catchment seems to
have a long term memory that exceeds the antecedent precipitation time scales. The reduction of the rate
of sediment discharge in the Deciduous and Hardwood forest in growth season shows the effectiveness of
the canopy interception. Canopy interception proves to be less important when the evapotranspiration
demand is low. Though the patterns of growth in the Hardwood and Pine forest are different, the over
all sediment discharge from these forests are close. On the other hand, the Deciduous forest produces
about 5% more sediment discharge. This can be attributed to canopy size variation and lower canopy
interception in total. The combination of the Leaf Area variations, root depth and canopy interception
provides a distinguished dynamics for each of these forests. The clearcut scenario has a discharge of
about 150% of the discharge from forested scenarios. All of the scenarios assume the same value for the
erodibility of the soil. It is possible that a clear cutting of a forest may loosen and disturb the top soil

and make the soil more susceptible for erosion.



Chapter 5

Effects of wild fires and timber

harvest on erosion

Drought induced tree mortality has become more frequent and severe in the past two decades world
wide [31]. Observations in reoccurring seasonal droughts in woodland/conifer, temperate, broadleaved
and tropical forests are systematically higher than expected normal levels of seasonal droughts. At the
same time multi-year drought index of observed drought index is not higher than expected levels. This
shows that temporal and seasonal variations in the rainfall due to climate change can reduce or wipe
out entire forested areas as it happened in some parts of the world [147, 148, 149, 150]. The observed
trend is consistent with the projections of IPCC [107] that the temperature variations in regional scale
will be much larger than the global fluctuations. The current climate change will cause a higher temper-
ature rise in some regions of the world. Therefore, regional changes will be more important than global
temperature rise. The impacts of fire on different settings has already been studied and knowledge gaps
has been identified [151, 152, 153]. Intentional burning of the forests and croplands in order to increase
farming lands or clean up the farms after harvest for the next cultivation season are wide spread practices
around the world. It is argued that fire changes the soil chemistry, affects biology and hydrology of the
watersheds. Some studies report an increase in the ash and regolith supply after a fire in the forests
which leads to an increase in erosion rates [17]. In order to control and limit the erosion rates, mulching
and stabilization as an alternative is considered and a modeling scheme is proposed to reduce the ero-
sion rates [154, 155]. The effects of the wild fires can be diverse, for example fire affects the chemical
composition of the peatlands leading to an increase in the water repellency. This in turn enhances runoff
generation and therefore increase flow discharge [156, 20, 157]. Regional studies on the effects of wild
fires on catchment hydrology also indicate that the catchment hydrology responds immediately after the
burn and the long term ( five years) water availability also changes [158]. The average annual stream
flow reported is twice as high compared to the unburned forest in some regional small watersheds. It is
also shown that the severity and level of the burn on the forest controls the runoff and inter-rill erosion
rates [159]. The loss of protective cover by fire is studied in western Montana and it is concluded that
the erosion is stimulated by the lack of cover more than the change in water repellency [21]. A controlled
hydrologic simulation on two plots with various burn levels show that the erosion rates increase after fire

and recommends rehabilitation of the land to control erosion [160].
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Timber harvesting is another major factor in reducing the forest density and vegetation levels. Forests
and vegetation in general always seen as a controlling factor for erosion. A reduced or selective logging
has been studied in order to rehabilitate forests in different regions [161, 162] in order to reduce the
adverse affects of deforesting. Large scale harvesting of forests can alter the hydrology of a catchment,
causing larger annual and season discharges in the precipitation season [163]. It is reported that the effect
of selective logging is species despondent [164]. Some species are more vulnerable and therefore logging
can have ecological consequences as well as geomorphological and hydrological effects. Clear cutting of
the forest also increases the snow accumulation in colder catchments and faster meltdown and increase
in the peak flow. Logging after a fire burned the forest is also a common practice. It is argued that post
fire logging does not disturb the under-story vegetation in a catchment studied in northeastern United
States [165].

In forested regions, the first order control on runoff is the canopy size. The canopy also acts as a sink
in the subsurface due to the transpiration by leaves. Plant transpiration changes the energy balance on
the surface as part of the energy is used in photosynthesis, the temperature around the plants is lower due
to shading and the photosynthesis. Therefore any changes in the vegetation density in forests can have an
effect of water cycle and consequently on erosion. Our goal in this part of the study is to complement the
ongoing research in understanding the first order changes in the response of the catchment erosion due to
effects of wild fire and timber harvest or logging. The distributed hydrological simulation framework can
help us to get a comprehensive picture of the mechanisms and possible changes in the runoff generation
mechanisms. The simulations conducted here focus on the major controlling parameters. It is assumed
that the changes in the scale of the catchment does not change the climate of the region. The changes
in the LAI due to logging and fire only changes the micro-climate of the catchment which in turn these
changes are reflected on the potential evapotranspiration. The tree species of forest that are studied
here provide a picture on how various parameters interact and produce an emergent erosion pattern
that ultimately shape the geomorphologic response of the catchment. The major hypothesis is that the
reduction of LAI leads to a shift from low runoff producing mechanisms to a more productive runoff
mechanisms. It is postulated that the runoff in higher slopes should shift toward a saturation excess
or Dunne runoff mechanisms and in lower or steeper slopes, the runoff should shift toward a Hortonian

overland flow as the vegetation density decreases in some parts of the catchment.

5.1 Logging caused enhancement of erosion as an anthropogenic

disturbance

Logging reduces the canopy size in forests. Therefore the potential and actual evapotranspiration is
reduced. This is considered here as a first order parameter that is going to have to most observable
effect in hydraulic head distribution in the forests. The harvesting practice varies regionally, including
harvesting a small amount of timber with no impact on ecology of the forests to industrial scale harvesting
that can clear the forest or using a harvest rate of 2/3 [164, 161, 162]. The logging scenario assumed
to be happening at a harvesting rate of 50% of available trees. The LAI therefore is reduced by 50%.
The question is how this harvest rate is going to change the hydrological response of the catchment and
how the erosion rates will be affected. Figure 5.1 shows the variations in the logging forest LAI. The
potential evapotranspiration for the logging scenarios are shown in figure 5.2, 5.4 and 5.3. The potential

evapotranspiration is reduced due to the smaller value of the canopy size. However, the reduction
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is not significant due to the way the Penman-Monteith equation is setup. The canopy size becomes
less important as the LAI becomes larger. In this case, the reduction of LAI reduces the potential

evapotranspiration by about 10% of the full canopy evapotranspiration.
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Figure 5.1: LAI for logging scenario in the forests. There are various approaches in timber harvest
ranging from harvesting a very small amount of timber or harvesting in an economic scale. Here, the
timber harvesting is assumed to be 50% of the available trees. This reduces the transpirational leaves by
half, effectively reducing the plant transpiration and canopy interception. Potential evapotranspiration
is also influenced by the amount of harvest.

5.2 Wildfire caused enhancement of erosion due to climate change

It is estimated that climate change will bring in periods of longer droughts at some regions [31]. The
longer drought periods make forests more vulnerable to wild fires. The fire break outs have two observable
effects. Depending on the spatial extent of the wildfire and duration of it, all the transpirational leaves
can burn out in the current growing season. The absence of leaves reduce or halt plant transpiration from
forest canopy or undergrowth. The extraction of the moisture from the root depth halts and therefore the
ground water level should rise in the burned regions. The overall expected effect is an increase in runoff
generation and therefore an increase in sediment discharge. The simulations here focus on the effect of
the elimination of the canopy alone. Other effects are not included in the simulations. For example, it
is reported that wild fires decrease top soil hydraulic conductivity up to 30%. This can cause a further

increase in runoff generation. The increase in the frequency of wildfires in the forested landscapes therefor
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Figure 5.2: Potential evapotranspiration in Deciduous forest. Deciduous forests lose their leaves at
colder season of the year. When the canopy size is zero, the potential evapotranspiration becomes the
potential evaporation from the surface. Based on the albedo of the soil and climatic condition, Potential
evaporation can be larger or smaller than potential evapotranspiration.
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Figure 5.3: Evapotranspiration in Pine forest. Pine forests have a significant transpirational canopy
throughout the year. The effect of plant transpiration is small in the colder season as the evapotranspi-
ration is limited by the availability of energy.

is expected to increase sediment discharge. Understanding the hydrology and mechanics of the wildfire
can be helpful in implementing remedies or identifying problematic zones after a fire break out. The
reduction of LAI due to fire is shown in figure 5.5. The corresponding potential evapotranspiration for

the forests are shown in figure 5.6, 5.7 and 5.8.
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Figure 5.4: Potential evapotranspiration in hardwood forest. The Hardwood forest is a mixture of
Coniferous and Deciduous trees. It has the characteristic of both forest types. In the colder seasons, the
potential evapotranspiration is reduced due to the energy constraint.
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Figure 5.5: LAI reduction in fire scenarios for the forests. The sudden reduction of the LAI to zero due
to fire break out removes the canopy interception. As there is no leaf left in the catchment, the potential
evapotranspiration is also affected.

Table 5.1: Annual potential evapotranspiration for forest scenarios using Penman-Montheith.

Forest in tact forest logging fire
Deciduous [m] 1.3504 1.1599 1.2221
Hardwood [m] 1.0461 0.94522  1.0937
Pine [m)] 1.0923 0.96988 1.1523
Thornthwaite method [m] 0.5946 - -

Clear cutting [m] 0.6764 - -
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Figure 5.6: Evapotranspiration in Deciduous forest fire scenario. The onset of the fire causes the canopy
size to become zero, which affects the potential evapotranspiration.
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Figure 5.7: Evapotranspiration in Pine forest fire scenario.
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Figure 5.8: Evapotranspiration in Hardwood forest fire scenario.
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The annual potential evapotranspiration for different scenarios are summarized in table 5.1. The
clear cutting scenario has the smallest annual evapotranspiration according to the Penman-Monteith
and Thornthwaite method. The Thornthwaite and Penman-Montheith are in good agreement with each
other for the potential evaporation. It should be noted that the penetration of the light to the bottom
of canopy is reduces exponentially and the evaporation from the surface can never only become zero if
the atmospheric saturation level is 100%. The evaporation from the undergrowth or the surface below
the canopy is controlled by the ambient temperature and water vapor deficit. The convective flux of
air removes the water vapor from the canopy and facilitates evaporation from the top soil and surface

waters below the canopy in the forests.

5.3 Results

This section is the discussion and analysis of the results for logging and fire scenarios in the forests.
The hydraulic head in the observation wells, actual evapotranspiration and spatial top soil saturation
levels are discussed which are the control variables in the runoff generation mechanisms. The sediment
discharge in each forest for the logging and fire scenario is analyzed as the result of changes in the

hydrology of the catchment.

5.3.1 Analysis of observation well head fluctuations

Fluctuations of the groundwater hydraulic head is a function of the net recharge. The hydraulic head
variations at surface and subsurface are shown in figures 5.9 to 5.16. The fluctuations of the water table
and surface water are linked when the water table is closer to surface as discussed in the analysis of the
observation wells in chapter four. In general the hydraulic head in the subsurface for the logging scenario
with a smaller canopy size and lower potential evapotranspiration is higher groundwater table elevation.
The fire scenario eliminates canopy and transpiration at the middle of the growth season. Therefore the
water table recovers to the clearcut scenario in about two month time. The rate of recovery is related to
the upstream area of the point. Some observation points like point 6 and 8 are not as strongly linked to
the surface as other points. Observation points 1 and 5 are strongly linked to the surface as these points
lie close to the river stream or located at the floodplain. Though the evapotranspiration is not drastically
decreased in the growth season for the logging scenario, the reduction of the canopy storage causes larger
water availability as throughfall. The top soil surface receives more precipitation and therefore has higher
saturation level for the canopy and after the fire. This in turn cause slightly larger runoff generation

throughout the catchment for the logging scenario.
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Figure 5.9: Surface and subsurface hydraulic head variations for Pine forest scenarios at obs. point 1. The Pine forest subsurface fluctuations are larger
than the fire and logging scenarios. The response of the fire scenario does not have any daily or seasonal spiked response. Logging scenario subsurface
hydraulic head is higher due to lower transpiration.
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Figure 5.11: Surface and subsurface hydraulic head variations for Pine forest scenarios at obs. point 3. This observation point is not largely affected by
the surface processes. The water table depth is around 3.5m and it is likely the water table here is regulated by the topography rather than recharge.
The fire scenario water table is affected by removing the transpiration and the water table recovers slowly to the clearcut scenario.
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Figure 5.13: Surface and subsurface hydraulic head variations for Pine forest scenarios at obs. point 5. This point is in the floodplain of the river
network in the middle of the catchment. The water table is close to the surface and saturation is slightly reduced due in forest scenario. The recovery
of head to clearcut case is relatively fast. This point is a recharge point for the river except for a limited time in the growth season for the fire and
logging scenarios.



107

5.3. RESULTS

‘9[qe) Iayem Jo 3dep o1} 0) anp 9SS Y} 109Jo j0u seop sjue[d o) jo uoryerrdsuer) A[rep oy ], 98IeYdaI A PO[[OIIU0D A9SIe[ ST 9[q®)
Ioyem pue sjuese uorjejrdmooerd oty Aq pojoepe jou st jutod SI], ‘90RJINS o) MO[R( SIojow ()] jnoqe st 3dep o[qe) Iojem O], "JUOUIYDIed 9} OpISUl
urejunowt a3 jo yead e oyy st quiod Siyy, ‘9 yurod ‘SqO je SOLIBUADS }S9IO0J UIJ IOJ SUOIJRLIBA PBIY OINRIPAY 92BJINSQNS pUR 92BJING :FT'C oInSIg

[sAeplowi|

00¢€ 08¢ 09¢ ()24 0ce 00¢
I T T T T N.V@N

1 ¥'v6L

1 9'v6.

1 8'v6.

1 G964
puibbo| suld ————

aJy auid
auid

1 ¢'96.

[w] peay oneipAH

1 ¥'S6.

1 9662

1 8'G6.

- 96/



CHAPTER 5. EFFECTS OF WILD FIRES AND TIMBER HARVEST ON EROSION

108

634.97

634.96

A ol \aaaMSaaaanaaal \asaa W Wearasanaad Wasos) W WY \d

RARAY

634.95

634.94

pine
pine fire
— pine logging

634.93

Hydraulic head [m]

634.92

634.91 |

634.9 _ : : : :
200 220 240 260 280 300

Time[days]

Figure 5.15: Surface and subsurface hydraulic head variations for Pine forest scenarios at obs. point 7. This point is located downstream a smaller
upstream area near to the border of the catchment. The difference between scenarios are with in the 30cm head fluctuation of the subsurface. as the
upstream is smaller. The recovery of water table in the fire scenario is also slower than other points with larger upstream area. This point is at the
headwater region where the river stream is starting to form. The erosion at these points are important as these points are in the interface between
hillslope processes and fluvial processes. The regolith produced by the hillslope transport mechanisms are moved downstream into the river by smaller
flux, higher slope stream power generated here.
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5.3.2 Analysis of seasonal actual evapotranspiration

The reduction of canopy size by fire or logging reduces potential evapotranspiration according to Penman-
Montieth. However, the change of the potential evaporation is not significant for the logging scenario. The
decrease is about 10% of the pristine forest for the logging scenario and about 20% for the fire scenario.
The actual evaporation changes significantly as a result of reducing the canopy by half in logging and
zero in the fire case. The reduction of the canopy storage changes the water availability below the canopy
for the logging scenario. The response of the catchment for the increased water availability is different
in colder and warmer month of the year. In the colder month of the year, the evaporation is limited by
the energy. Therefore the transpiration is also reduced in the logging scenario from January to April.
With the onset of the growing season the limiting factor in evapotranspiration is the availability of the
water. Therefore, the month of May to August have an increase in total evaporation. From August to
December, there is again an overall decrease in actual evapotranspiration. The actual evapotranspiration
for the Hardwood forest is shown in figure 5.17. The monthly ratio of actual evapotranspiration for the
fire and logging scenario is shown in figure 5.18 and 5.19.

The logging scenario has half of the original LAI for the forests. The reduction of LAI reduces the
potential evapotranspiration. The maximum monthly transpiration is reduced by more than half. With
the decrease of canopy cover as well as reduction in transpiration, water availability for surface evap-
oration, infiltration or runoff increase. This is in accordance with the subsurface water levels where a
higher subsurface level is seen for the logging scenario. Surface evaporation is also reduced. This can
be due to the increase in water availability which enhances water accumulation and higher velocities
that can move water out of the catchment faster. Therefore the large availability of water combined
with large evapotranspiration demand causes a larger evaporation and transpiration. Combined with
the lower evapotranspiration demand in winter and autumn produces a larger base flow in winter and

autumn. Logging in general produces lower surface evaporation and transpiration.
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Figure 5.18: Total evapotranspiration ratio for Hardwood fire scenario. The January to middle of July are the same as the pristine condition of the
Hardwood forest. There is a rapid reduction of evapotranspiration due to the reduction of the canopy to zero by fire. The total evapotranspiration in
month of August to November is about 50%. The reduction in month of December is about 75%. The decline of total evapotranspiration is due to the
lack of transpiration and canopy storage.
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5.3.3 Analysis of top soil saturation

The top soil saturation changes for the fire and logging scenario is the one of the effects of the changing
in transpiration and canopy storage. Here the changes of the top soil saturation level for the Pine forest,
Pine forest fire and Pine forest logging are analyzed. As shown in analysis of the observation wells, the
water table responds differently in flat and mountainous parts of the catchment. The response of the
observation wells are due to the changes on the top soil saturation levels for the catchment. The monthly
top soil saturation levels for the pine forest are shown in figure 5.20. The pattern is the depletion of the
soil moisture by evaporation and transpiration in the growth season, and increase of soil moisture in the
colder month of the year. For the fire scenario, the top soil saturation ratio to the Pine forest saturation
is shown in figure 5.21. In the month of August, the top soil saturation starts to increase in the flat
region of the catchment. For the next month, the increase of top soil saturation is about 10% and at the
month of December, the increase of top soil saturation is about 20%. The the top soil saturation level
increase in the mountainous region are smaller in general. The increase of saturation starts in the flood
plains and propagates to distant areas from the river network. The saturation ratio for the Pine forest
logging to the Pine forest is shown in figure 5.22. The increase of the saturation levels are largely at the
March, April and May. The increase is limited to the flat region of the catchment. With the increase
of the potential evapotranspiration at the growth season the difference of the saturation levels become
smaller. This shows that the actual transpiration by plants is not directly proportional to the canopy

size.
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January February March

Figure 5.20: Top soil saturation level for pine forest. The January to March is characterized by a higher
saturation levels in the flat region of the catchment. With the increase of the potential evapotranspiration,
the saturation levels drop from April to late October. The water table recovery starts from November
and continues until the January.
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Figure 5.21: Top soil saturation level for pine forest fire scenario. The saturations levels are the same as
the Pine forest until the fire break out time. The saturation levels increase after the fire. The increase
in saturation level in flat region of the catchment is about 30%, The increase of saturation levels in the

mountainous region is about 10%.
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Figure 5.22: Top soil saturation level for pine forest logging scenario. The logging scenario shows a slight
increase in the top soil saturation levels. The increase is more pronounced in March, April and May.
The saturation levels are not affected in the mountainous part of the catchment. At the growth season,

the increase of the saturation level is about 10%.
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5.3.4 Analysis of surface erosion patterns

The regions of the catchment susceptible to erosion is the same as the Deciduous, Pine and Hardwood
scenarios. The disturbance of the canopy by fire and logging changes the hydrological cycle. The decrease
in transpiration, affects the surface and subsurface flow dynamics. However, as the river channel is not
accurately presented in the model due to computational limitations, the flow spreads over a larger
area with the increase of discharge. Therefore, the spatial distribution of the erosion does not change
significantly. The sediment discharge from the catchment however is affected by the fire and logging
disturbances. The cumulative sediment discharge is for Deciduous forests is shown in figure 5.23. The
sediment discharge for the Deciduous forest is about twice as large in the colder season compared to
the growth season. The large canopy size and transpiration acts as an strong control on the sediment
discharge. With the fire event at late July, the canopy is removed and the transpiration is eliminated.
This reduction of the canopy, reduces the actual evapotranspiration. The total sediment flux for fire
scenario increase and at the end of the simulation period, the erosion from the fire scenario is about
15% larger than the pristine Deciduous forest. For the logging scenario, the increase of the sediment
flux starts from the beginning of the simulation. The response of the Deciduous logging scenario is
slightly larger than the Deciduous forest for all of the precipitation events. At the end of the simulation,
the increase in the sediment discharge is about 12%. The total sediment flux from the fire scenario is
smaller than the logging scenario until middle of the October. From middle of October to the end of
simulation, the fire scenario produces larger sediment discharge. At the end of the year, fire scenario
sediment discharge is about 5% more than logging scenario. The reduction of the canopy size by 50%
does not increase the sediment discharge significantly. The clearcut case cumulative sediment discharge
is about 150% of undisturbed Deciduous forest. The fire scenario reduces the canopy size to zero. The
subsurface is much strongly affected and the rate of the subsurface water table recovery is much faster.
Therefore, the erosion rate increase faster than the logging case. The trends of the sediment discharge
in the Pine and Hardwood forest logging and fire scenario show the same rate of change as in Deciduous
forest. However, the canopy exists for the Pine and Hardwood throughout the year, while Deciduous

forest canopy size is zero at the beginning and end of the year.
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Figure 5.24: Cumulative sediment discharge for Pine scenario. The fire and logging scenario produce more sediment discharge than the pristine Pine
forest. The rate of the increase sediment discharge is larger for the fire case which reduces the canopy size to zero. The annual increase for logging
scenario is about 12%. The annual rate of increase of sediment discharge is about 20% for fire scenario.
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5.4 Conclusions

Naturally occurring or human caused fires are very common in the arid areas of the world. The changing
climate makes many forests susceptible to fire break outs as well. The deforestation of the land by
burning is practiced in many countries [31]. The burning of the topsoil vegetation is usually done by
farmers to help the soil for the next cultivation season. These fires sometimes get out of control and
burn the nearby forests which results in unintended consequences. The scenarios considered here for the
Deciduous, Hardwood and Pine forests with the climate forcing derived from the synoptic weather station
of Stuttgart show similar behaviors. Fire eliminates the transpiration and canopy storage. Therefore
the ground water level recovers rapidly to the clearcut situation. An increase in sediment discharge is
observed from the simulations both for the fire and logging scenario. The sediment discharge is a function
of the material and lithology as well as hydrological conditions in the catchment. The erosion coefficient
chosen for the regolith in the catchment is one order of magnitude less than loose sand. The erosion
rate after the fire increase with a faster rate. The annual total sediment flux increase at the end of the
simulation period is about 15% to 20%. The way a catchment responds to a fire depends on the timing of
the fire event and the climatic factors. However, for the catchment studied here, fires occurring before the
growth season can have larger sediment discharges. It should be noted that parameters that are affected
in fire are not limited to the canopy size and transpiration [151, 17, 18]. There are other parameters such
as top soil hydraulic conductivity that change as a result of the fire. This can increase sediment discharge
by reducing infiltration to the subsurface. The level of the burn of the vegetation and canopy also can
be a control on the erosion. Some forest burns reported in forests that are superficial and the trees
come back to life and start to grow in the next growing season. The climatic forcing in the catchment is
the spatial and temporal precipitation pattern and evapotranspiration demand. For the Mediterranean
climates, the increase of erosion due to fire can be larger as the precipitation occurs mostly in non growth
season. In the geodynamics simulation, the recovery of the system and the frequency of the forest fires
can have an important effect the evolution of the landscape. If the fire events are frequent, the periodic
fires increase the erosion in a catchment. The sediment discharge at the end of the simulation is about
15% to 20% for the fire scenarios. The Hardwood and Pine forests are affected by a fire scenario about
5% more than the Deciduous forest.

Logging or harvesting timber from forests is practiced around the globe with different harvest rates
[161, 162]. Logging after a fire is popular to salvage the burned logs and trees [164, 165]. The logging
scenario studied here is the harvest of timber with a 50% rate. There is a range of values reported for the
increase of sediment discharge from forests that had timber harvesting in place. The impact of logging
is reported to be variable based on the relative location of the harvested trees relative to each other and
the stream network. The sediment discharge increase about 10% on average for all the forests studied
here. The largest increase is in the hardwood forest. The subsurface saturation levels for the growth
season change at the order of about 5% to 10%. The changes in the subsurface saturation are spatially
limited to the flat region of the catchment. The response of the catchment is strongly controlled by
climate and the temporal distribution of the rain events. In case the majority of the precipitation events
were to occur at the colder month of the year (Mediterranean climate) rather than throughout the year
as is the case here, the increase in sediment discharge would have been significantly different. Two major
vegetation controls of the transpiration and canopy act on the catchment. The transpiration is largely
active during the growth season when the canopy is largest and the potential evapotranspiration is also

significant. At the colder month of the year at winter and late autumn, the canopy storage has a small
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impact. The topography of the catchment needs to be accurately reflected with the mesh specially in
the river stream network in order to study these disturbances in more detail. The increase of sediment
discharge for Deciduous forest at the end of one year of simulation for fire and logging scenario is about
12%. The discharge from fire scenario increase with a larger slope and overtakes the sediment discharge
from logging scenario. The slow down of the erosion discharge depends on the rate of the recovery of
the plants in the catchment in the fire scenario. The Pine forest fire and logging scenario is about 15%.
The fire scenario sediment discharge is larger than the logging case. The same pattern is present in the
Hardwood scenario. The behavior of the subsurface water level is controlled by the root depth and canopy
size. For the Pine and Deciduous forest, the fire scenario discharge rate is faster than the discharge rate
increase of the Hardwood forest. The Hardwood forest has a larger canopy and a comparable root depth
to Deciduous forest. The all year around canopy of the Pine forest balances the smaller root depth it.

Therefore the trends of the sediment discharge are similar in the forests and fire and logging scenarios.
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Chapter 6

Synthesizes of results and

conclusions

Fluvial erosion is a key driver in the evolution of the semi-arid and wet climates. It activates and controls
hill slope processes, and river bed erosion. In the headwater of the catchment, the river carves into the
hills and regolith produced by hillslope processes is moved downstream. The energy required for the
transport of the regolith is provided by the stream power which is the product of stream bed slope
and the water flux passing through the river network [2]. Traditionally in the geodynamics modeling
frameworks, a surrogate parameter such as upstream area is used for calculation of flow accumulation
and water flux through the landscape [10, 166, 69]. In order to capture as much of the hydrology of
the system under study, various methods have been used that deal with how the runoff is generated.
Hortonian or infiltration excess runoff generation assumes that a fixed amount of water can infiltrate into
the subsurface regardless of duration or intensity of the precipitation event. The rest of the precipitation
becomes runoff [167]. In this approach, the duration of the precipitation event is neglected and the
intensity and infiltration rates determine the amount of runoff. Bucket runoff model assumes that
various features of the catchment like canopy size, micro-topography, and evaporation has a fixed amount
of capacity to absorb the precipitation. Any precipitation event that exceeds this volume will produce a
runoff. Another approach is the O’loughlin saturation excess runoff model. In this method, precipitation
is divided into the overland and subsurface flow. The hydraulic conductivity of the subsurface determines
how fast the subsurface water moves. The movement down the energy gradient allows for the method to
simulate the dynamics of the runoff generation according to whether the top soil is saturated or not. The
last method used in the geodynamics simulations is the TOPMODEL approach [168] which is similar to
the O’lougphlin method without the return flow to the river. These methods try to include the dynamics
of the water movement through subsurface and surface in a computationally feasible manner, ignoring
many subtle features of the hydrological systems. A well known feature of nonlinear systems is that if the
system starts from two similar initial conditions in two simulations, the system can diverge into totally
different states ultimately. The equations that govern the evolution of the landscape are too complex
as they are linked to the topography and hydrology of a given catchment. The stationary points of the
governing equations are not known except for the trivial case of flat surfaces with no disturbance. This
is a major limitation in long term simulations with crude tools because it is not clear if the assumptions

that make up the model are valid through out the evolution of the catchment. If the system at one point
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in time turns from infiltration excess to saturation excess runoff generation mechanism due to change of
the soil properties as the material from the surface is moved away, the amount of the runoff generated
will be different and the erosion rates will change accordingly. This may have a great impact on the
evolution of the surface topography. In this study, the goal is to understand hydrology as it relates
to the erosion process in a forested catchment without any explicit assumptions on the nature of the
infiltration and runoff generation. The runoff generation mechanisms are conceptualized in the Dunne
diagram [116, 145]. The runoff generation according to the Dunne depends on the depth to the bedrock,
hydraulic properties of the subsurface, slope, vegetation cover and aridity index of the catchment. The
catchment erosion also incorporates the lithology of the surface material. Whether the catchment erosion
is detachment or transport controlled or there are tools available for the erosion and abrasion of the bed.
The combination of these parameters can force parts of the catchment to have different response to the
precipitation events. Hortonian flow occurs mostly in arid catchments with no or little vegetation. The
air entry pressure for the soil or topsoil is also large so that the wetting front does not move fast enough
into the subsurface. In humid areas with dense vegetation, saturation excess surface runoff or subsurface
storm flow can occur. Saturation occurs when the depth to bedrock is small or hydraulic permeability
is small with mild slopes. The flow is most likely infiltrates in the subsurface where the soils are deep
with steeper slopes and higher hydraulic conductivity. Each of these runoff generation mechanisms can
produce different stream power and erosion potential in a given catchment. Moreover, if the catchment
is large enough, all of these mechanisms can be present and the simplifications used in the traditional
geodynamics models are not adequate for the accurate simulation of the catchment. Attempts has been
made to incorporate various hydrological concepts into the geodynamics models. Correcting for the
travel time within the catchment, for various precipitation durations, is shown to produce significantly

different outcomes of in the evolution of hypothetical catchment [38].

The rigorous hydrological approach used in study incorporates many parameters such as precipitation
characteristics, vegetation type and vegetation density, timber harvesting and fire break outs in the forest.
This simulation package and similar ones are due to paradigm shifting proposal initially set forward by
Freeze and Harlan [25] and later realized by many simulation packages that followed [26]. The main
advantage of this framework is that there is no explicit assumptions made on the nature of the runoff
generation mechanism. The system can turn from Hortonian infiltration excess to subsurface flow as
dictated by the properties of the media and forcing in the catchment. The response of the catchment is
determined depending on the state variables at any location and time. This captures the true dynamics
of the evolution of the system. The coupling of the climate and erosion has been an interesting topic
in geodynamics [37, 38, 110, 90, 169]. There has been field studies that link erosion to the annual
precipitation globally [123]. It is argued that with the increase of the annual precipitation, the erosion
rates increase and then reaches a peak which trailed by a decline in sediment production. The physical
reason for the mentioned outcome is that with the increase in annual precipitation, the hydrology and
ecology of the catchments, namely vegetation density changes, causing a reduction in the runoff and
fluvial erosion and sediment transport out of the catchment. In the first part of this research, the effect
of the precipitation patterns with a fixed total precipitation are analyzed. Due to the computational
limits, the shortest hydrological cycle (a year) is chosen for the simulations of vegetation type and density.
For the precipitation patterns effect a simulation time of 6 month is used. The effectiveness of the events
for the erosion is measured in how much total bed shear is produced by the flowing discharge in the

river. A method is developed to produce precipitation patterns that respect the limitations posed on the
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total annual precipitation and simulation duration. The posteriori and priori means of the parameters
that define the precipitation patterns are kept with in small error margins so that the effects can be
attributed to the variations in the patterns and not to the changes in the volume of precipitation. The
results show that for longer duration events with small intensities, the runoff generation is limited and
the runoff generated is very limited. The precipitation infiltrates to the subsurface and subsurface flow
delivers water as the base flow to the river streams. The base flow is not very effective in producing
large bed shear stress. For the events with medium durations and larger intensities, the saturation excess
infiltration reaches for the sand type used in the catchment. The amount of the runoff produced over
the catchment produces a larger amount of bed shear stress on the river streams. For the events with
higher density and shorter duration, the runoff generation becomes more active in the headwaters where
the slope is higher. In this case, the bed shear stress is only effective in larger slops which limits erosion
to the mountainous part of the catchment. With the simulations carried out, it is shown that there is
strong dependence between the spatial distribution of the bed shear stress and temporal distribution of

the precipitation events.

Another major hydrological and ecological control on the erosion is the vegetation density which
is controlled by the availability of water or more precisely by the aridity index which is the ratio of
potential evaporation to precipitation. Forests and croplands increase the potential evapotranspiration.
The extraction of water from root zone dries up the root zone soil and produces an extra storage in the
lower layers of soil and affects the movement of water through the subsurface. At the same, the availability
of water in the subsurface controls the existence of the vegetation. The interaction of vegetation and
water flow requires time scales that are beyond the computationally feasible ranges for the current
computational facilities with the detailed models that are used in this study. Simplified approaches
that allow for long time simulations show a strong link between erosion, vegetation and water flow
[170, 113, 37, 171]. Without the use of the interaction of water availability and vegetation water demand
which shapes and forms the vegetation density in a catchment, a limited type of vegetation is suitable
to be used for the location of the Steinlach catchment [15]. The climate (mean annual temperature) and
availability of the water (annual precipitation) favors tropical forests as natural vegetation types. In this
part of the study, three forests are used to investigate the effects tree species on the hydrological and
fluvial erosion of the catchment. These tree types of forests, Deciduous, Hardwood and Pine forests have
different characters like Albedo, stomatal resistance, root depth and canopy interception. The annual
leaf area index variation are also different in these forests. Deciduous forests loose their leaves except
for the part of the year and Pine forests are mostly ever green. The Hardwood forest is a mixture of
evergreen and Deciduous type. As the Deciduous forests loose their leaves, the soil becomes bare and
the albedo of the soil changes, as well as a small portion of the sunlight that was being absorbed for
photosynthesis can be spent on latent heat of evaporation or heat up the surface. The change of albedo
can affect the potential evaporation. Therefore the ration of aridity changes. However, at the other
hand, the canopy storage is also reduced and and root zone consumption of water is also halted. How

the forests respond to precipitations of average intensity is largely influenced by these changes.

The climate change is going to affect the distribution of the vegetation in most of parts of the world
by changing the availability of the water [107, 172, 169]. Forests create their own micro-climate by using
part of the sunlight for photosynthesis, shading the surface soil and keeping it cool. However, the heat
waves has been observed that cause massive damages in the forests worldwide [31]. An increase in the

heat induced mortality and forest fires have been observed worldwide. The intentional burning of the
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croplands and forests to clear the way for agriculture or clean the land for the next cultivation season
is an ongoing practice in many parts of the world. Naturally occurring fires also have become more
frequent in forests [31]. Various parameters of the forest system and catchment are affected by fires
such as water repelling capacity and hydraulic conductivity of the top soil [151, 152, 173, 158, 174, 175].
Harvesting of the timber and logging also reduce the forest density and understanding the effects on
erosion and hydrology are important [163, 164, 161, 162]. The effects of fire and logging are investigated
on the hydrology of the catchment and later on the stream power and erosion rates from these forests
by defining one fire scenario and one logging scenario on the Deciduous, Hardwood and Pine forests.
The fire occurs in the beginning of the growth season and wipes out all the transpirational leaf. The
albedo changes from the forest albedo to the bare ground albedo and therefore the evaporation potential
is changed. The response of the catchment after the fire scenario is studied in detail and how the erosion
rate changes respectively is shown to increase in forests types that are studied. The increase in runoff is
due to the disappearing of the extra storage caused by the transpiration of the plants. The recovery of
the water table depth to the clearcut scenario causes the runoff generation mechanism to shift toward
saturation excess and more runoff increases the erosion rates. However, the increase in not linear as the
topology and stream geometer controls the water depth and therefore the shear stress on the river bed
does not increase linearly with discharge. The logging scenario introduces a harvest rate of 50% of trees
and therefore reducing the canopy without the change of albedo in general. This affects the total amount
of transpiration and canopy storage and affects the hydrology, saturation levels, water table and runoff
generation mechanisms. The amount of increase in erosion also is nonlinear and reflects the changes in

hydrology.

The simulations show that catchment behaves distinctly in the mountainous regions and flat regions.
The lower water tables combined with the transpiration in the mountains region causes lower saturation
levels on the top soil. the flow is mostly subsurface flow regime except for higher intensity events which
can produce infiltration excess in some parts and cause erosion in the headwaters. At the flat regions,
the water table is generally higher and saturation is lowered by transpiration in the growth season.
The higher intensity events are less effective in producing larger peaks in the discharge due to canopy
interception, larger subsurface storage and larger evaporation. At the cooler month of the year, the water
table starts to recover and saturation excess runoff increases, causing more erosion. Transpiration is a
major control on the subsurface and how part of the precipitation is infiltrated in the topsoil is largely
affected by the plants. The way vegetation functions as a control on the runoff and fluvial erosion is
topographic dependent. In the higher regions where the water table is lower, only the canopy storage
is a control parameter. At lower and more flat regions, the water table is higher and the water table is
lowered by transpiration in the growth season and therefore an extra storage is created. the effectiveness
of this extra storage is a function on the unsaturated soil properties of the top soil. The higher air
entry pressure, and lower conductivity will produce higher runoff and higher erosion and lower air entry
pressure with higher hydraulic conductivity will have a larger portion in infiltration. The amount of
infiltration also will depend on the temporal distribution of the precipitation throughout the year. This
shows the importance of the ground water table and the unsaturated zone in regulating and controlling
the runoff generation mechanism. The ground water table in the forests are controlled by the canopy and
root depth. The Pine forest for example has larger canopy size (large LAI) but smaller root depth and
the needles are not efficient in transpiration. At the other hand, the Deciduous forest has a large canopy

only in the growth season and the root depth is also large but active only when the canopy size is none
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zero. These tow parameters limit the response of the catchment in different ways. The Deciduous forest
ground water table elevation is lowered rapidly in the growth season, and after the end of the growth
season, the water table recovers rapidly tot he clear cut ground water table elevation. The fire and
logging scenario also exert control on the ground water table. The elevation of the ground water table
acts as a memory for the catchment. The memory extends to about a year in the pristine conditions.
The state of the catchment or the memory of the system is polluted by the fire and the response of
the catchment changes accordingly. The response of the system is controlled by the topography of the
system as well as the vegetation and lithology.

This work is limited in its presentation of the various physical features of the catchment due to the
computational limitations (computational cost of the simulation of catchment) and it is intended to be a
hypothetical catchment study. The simplifications are made so that the observations can be attributed
to the changes in input variables with in the controlled environment of the simulation framework.

The complex and computationally expensive simulation framework chosen here for the experiments
provides us with the insight on how a catchment in its entirety responds and changes according to various
input parameters such as precipitation, vegetation, topography and soil types. The insight can be helpful
in choosing the right type of the runoff generation mechanism, and possibly development of the tools

that can incorporate more than one type of runoff generation system in a single catchment.
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hgsModel class object

classdef hgsModel < handle
properties

% erosion parameters ....

g % gravitational constant

D % diameter of the sediments

Rs % reletive wieght of sediments

Rw % relative weight of water

Manning_n %manning number, may be unused.
Tc % critical shear stress

porosity % porosity of the sediments
gamma 0 g#Rw

Ks % erodibility

Kb % erodibility of the bed

beta % ration of bed load to total load
teta % porosity.

% segment element (Finite Element)
SelectedNodes; % used in export and import
SelectedElements;

verbos = 0; % level of verbosity

% project directory

RootDir % root dir of the project used to read

BaseName % the name of the model
% mesh and points data

tri % surface triangulation

x % x coordinate (surface)

y % y coordinate (surface)

z % z coordinate (surface)

H % head
Henv

h % water depth in surface

V4 % elevation of the surface

n % number of nodes

m % number of Triangles.

t % current time.

Hpm % subsurface head

i % index of the file read (integer)
xyz % coordinates of all the nodes
prisim % prisim element connectivity
PmSat % porouse media saturation

PlantTranspiration % transpiration by plants

W% finite voluem data
MassMatrix %

MassU % ULP decomposition of the mass matrix

CalcMassMatrix
MassL
MassP
vA % vertex area
w % interface width

and write

done in

nx % normal vector for the sediment flux interface in xdirection
ny % normal vector for the sediment flux interface in ydirection
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L % distance from
of the elements

tA % area

node

i to node j

prefix

3d

used only in

with n

segment
bnd_nodes % nodes to enforce zero boundary conditions
end
methods

function obj = hgsModel (ModelPath , ModelName)
%create model from the model directory and the model
obj.RootDir = ModelPath;
obj.BaseName = ModelName;
prefix = strcat (obj.RootDir,obj.BaseName) ;
filename = strcat (prefix,’o.coordinates_pm’);
% read the node coordinates
obj.xyz = ReadCoordinates(filename) ;
filename = strcat (prefix,’o.coordinates_olf’);
% read the indes of the nodes
[index , obj.n]=ReadIndexOlf(filename); % index in to coordines

number of nodes.
filename = strcat (prefix,’o.elements_olf’);
% read the surface elements (triangles)
obj.tri = ReadElementsOlf(filename) ;
filename = strcat (prefix,’o.elements_.pm’);
% read the porous media elements (prisims)
obj.prisim = ReadElementsPM( filename) ;
Y%MassMatrix = sparse (length (obj.xyz) ,length (obj.xyz);
WSSITTTSSTTTTSSTTTSSITTTSSo
Y%extract surface triangulation points and nodes from
Y%representation
id=1:length (obj.xyz);
id (index) = 1:length(index); % map the indexes to id.
obj.tri = id(obj.tri);
obj.x = obj.xyz(index ,1);
obj.y = obj.xyz(index,2);
obj.z = obj.xyz(index,3);
% initialize to elevation
obj.Henv = obj.z;
obj.t = 0; % set current time to zero
% Allocate memeory for the massmatrix, this is
control volume

% finite element method.
obj.MassMatrix = sparse(length(obj.x),length(obj.x));
% Allocate memeory for triangle areas
obj.tA = zeros(length(obj.tri) ,1);
Y%%% set erosion parameters...
obj.g = 9.81; Ygravitational constant

end

function obj = StartCluster (obj,n) % set and start cluster
nodes
obj.pool = parpool(n); % request n processes

end

function [PmSat,t] = ReadPmSat(obj,i)

% this

function

reads

saturation

levels

in

the

porous

media
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% calls ReadPmVaraiable function

filename = strcat (obj.RootDir,obj.BaseName, ’o.sat_pm.’ ,pad(i),
num2str(i));
if exist(filename,’ file’) % il header file exists
% if file does not exist, quit quitly.
if obj.verbos
disp ([ 'Reading: ’,filename]) ;
end
[PmSat,t] = ReadPmVariable(filename ,length (obj.xyz));
obj.i = 1i;
else
disp ([ 'File does not exist:’ filename]) ;
end
if length (PmSat) length (obj.xyz)
error ( 'Reading failed , wrong number of s’);

end

function obj = ReadHeadOlf(obj,i)

end

%this function reads Overland flow Head
% calls ReadHeadOlf
OlfHead = strcat (obj.RootDir,obj.BaseName, 'o.head_olf.’ ,pad(i),
num?2str(i));
if exist (OlfHead, ' file’) U if header file exists
% if file does not exist, quit quitly.
if obj.verbos
disp ([ 'Reading: ’,OlfHead]) ;
end
[obj.H,obj.t] = ReadHeadOlf(OlfHead , obj.n);
obj.h = obj.H —obj.z;
obj.i =13
else
obj.i = 0; % failed to
end

function [data,t] = ReadExchFlux(obj,i)

end

%this function reads Exchange flux output
% calls readOlfProp function
filename = strcat (obj.RootDir,obj.BaseName, ’o. ExchFlux_olf.’  pad
(i),num2str(i));
if exist( filename ,’file’) % if header file exists
% if file does not exist, quit quitly.
if obj.verbos
disp ([ 'Reading: ’,filename ]);

end
[data | = ReadOlfProp( filename);
obj.i = 1i;
t = obj.t;
else
obj.i = 0; % failed to

i
disp (’can not ’);
end

function [data,t] = ReadPlantTranspiration (obj,i)
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% th

% Cals
% file

is function
the
name as input.

reads

same function

Plant

Transpiration

as ReadHeadOlf buth with

the proper

PlantTranspiration = strcat (obj.RootDir, obj.BaseName, ’o.
ETPmTranspire_olf.’ jpad(i),num2str(i));

if exist( PlantTranspiration
does not
if obj.verbos

% i

[data ,obj.t] = ReadHeadOlf( PlantTranspiration

f file

disp ([ 'Reading:

end
obj.i = 1i;
t = obj.t;
else

obj .

end
end

disp

( 9

= 0; % failed

can not

DE

exist ,

quit

U file’) U

quitly .

if header

’,PlantTranspiration ]);

to

function [data,t] = ReadTotalET (obj,i)

% th
file

% 1

is function

reads

Total ET

file exists

,obj.n);

= strcat (obj.RootDir, obj.BaseName, ’o. ETTotal_olf.’ ;pad (i),

num?2str(i));
if exist(
f file

if obj.verbos

end

file ,’file”)

does not exist ,

disp ([ ’Reading:

%

9

)

if header file

quit

file

quitly .

1)

exists

[data ,obj.t] = ReadHeadOlf( file ,obj.n);

obj.i = i;
t = obj.t;
else

obj .

end
end

disp

( )

= 0; % failed

can not

DE

to

function [data,t] = ReadPmEvap(obj,i)

% th

file

is function
% from

top
= strcat (obj.RootDir, obj.BaseName, ’o. ETPmEvap_olf. ’ ;pad (i),

soil.

num?2str(i));

if exist( file

% 1

f file

if obj.verbos

end

, file )

%

does not exist ,

disp ([ ’Reading:

9

b

if he

quit

file

ader file
quitly .

1)

reads porous media evaporation or

exists

[data ,obj.t] = ReadHeadOlf( file ,obj.n);

obj.i = i;
t = obj.t;
else

obj .

end

disp

( 9

= 0; % failed

can not

DE

to

evaporation
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end
function [data,t] = ReadETEvap(obj,i)
%this function reads surface evaporation
%
file = strcat (obj.RootDir,obj.BaseName, o. ETEvap_olf.’ ,pad(i),
num?2str(i));
if exist( file ,’file’) % il header file exists
% if file does not exist, quit quitly.
if obj.verbos
disp ([ 'Reading: ’, file ]);
end

[data ,obj.t] = ReadHeadOlf( file ,obj.n);

obj.i = 1i;
t = obj.t;
else
obj.i = 0; % failed to

i
disp (’can not ’);
end
end
function data = ReadOlfProperty (obj, filename)
% a generic function for reading Overland flow output
if exist(filename,’file’)
data=ReadOlfProp (filename) ;
else
data = 0;
end
end
function obj = ReadHeadPm(obj,i)
% this function reads Porous media Head
PmHead = strcat (obj.RootDir, obj.BaseName, ’o.head_pm.’ ,pad(i),
num?2str(i));
if exist (PmHead,’ file’) % if header file exists
% if file does not exist, quit quitly.
if obj.verbos
disp ([ 'Reading: ’,PmHead]) ;

end
[obj .Hpm, obj.t] = ReadHeadPm (PmHead, length (obj.xyz));
obj.i = 1i;
else
disp ([ 'File does not exist:’ ,PmHead]) ;
end
end
function obj = surf(obj)
trisurf( obj.tri, obj.x, obj.y, obj.h, ’edgecolor’, none’) ;
colorbar;set(gca,’YDir’, 'reverse ') ; axis equal;view(0,90)
end

function obj = plotHydrograph(obj, withprecip ,tmin ,tmax)
%this function reads and plots the hydrography.
%It can also read the precipitation file and limit the axis to
P%tmin to tmax if provided.
[t,q]=ReadHydrograph(strcat (obj.RootDir,obj.BaseName, ’o.
hydrograph.hydrograph_nodes.dat’));
Ytmin = 6%30;



255

256

258

259

260

262

263

264

265

266

267

269

270

271

272

273

274

275

276

277

278

279

281

282

283

284

286

287

288

289

290

292

293

294

295

296

297

299

300

301

302

303

304

140

Y%tmax = 190;

if “withprecip

plot (t/3600/24,q, 'linewidth’, 1);set(gca,’ fontsize’ 18’
linewidth’ ,.5);

xlabel (’Time[days]’);

ylabel (’Discharge [M 3/s17);

%title (’Hydrograph’)

if nargin >2

xlim ([tmin tmax]) ;

end

else

%hold on;

% plot the precipitation as well.

rain = load (strcat (obj.RootDir,’/precip.txt’));

[AX,H1,H2] = plotyy(t/3600/24,q, rain(:,1)/3600/24,rain (:,2)
x3600%1000, ’plot’, ’bar’,’linewidth’ ,.5);

grid on
%set bar graph properties

set (get (AX(1),’Ylabel’),’String’, Discharge[M"3/s]’, ’FontSize’

,16)
%set (AX(1), *XTick’, 0:2:22);
%set (AX(1), ’TickLength’, [0 0]);
set (AX(1), ’Xlim’, [0 max(t)/3600/24] );
set (AX(1), ’Ylim’, [0 2.1xmax((q)+0.0001)]);
set (AX(2), ’XTickLabel’, []);
%oset (AX(1), 'Xegrid’, ’on’);
set (AX(1), "Ygrid’, ’off’);
Toset (AX(1), Ylim’, [0 (1 4+ max(xl) % 1.1)]);
% set (AX(1), ’YTickLabel’, []);
set (AX(1), ’FontSize’ ,14);

%set line plot properties

set (get (AX(2),’Ylabel’),’String’,  Precipitatioin [mm/hour]’, ~’
FontSize’, 16)

Toset (AX(2) YT‘i(k],;l‘l)(},l'. (1) ;

set (AX(2), 'Xlim’, [0 max(t)/3600/24] );

set (AX(2), 'Ylim’, [0 2+max(rain(:,2))*1000%x36004.000000001] );
%set (AX(2), 'Xgrid’, ’off’);

Toset (AX(2), ’Ygrid’, ’off’);

%oset (AX(2), ’Ylim’, [0 105]);

%oset (AX(2), 'YTick’, 0:25:100) ;

% se t( AX(2), ’YTickLabel’, 0:25:100);

%oset (AX(2), ’YTickLabel’, []);

set (AX (2) , 'FontSize’ ,14);

set (AX(2), 'YDir’, reverse’)

if nargin >2

xlim (AX(2) ,[tmin tmax]) ;

xlim (AX(1) ,[tmin tmax]) ;

end

linkaxes (AX); % link the axis together.
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end

function obj = WriteVtkOIf(obj)

end

%this function exports water depth into the VIK format .

%The output can be viewd with paraview visualization system.

triangles = obj.tri; %4 turn to 0 array indexing....

iID = triangles (:,1) — 1;

jID = triangles (:,2) — 1;

kID = triangles (:,3) — 1;

OutputFile = strcat (obj.RootDir,obj.BaseName,pad(obj.i) ,num2str(
obj.i), head_olf.vtk’);

fid = fopen(QOutputFile, 'w’);

if fid < 0
error (

)

could not open file for vtk output’);
end
fprintf(fid , '# vtk DataFile Version 2.0\n’); % vtk version.
fprintf(fid , "Export to vtk by Karim Norouzi. Open Source Rocks
;=) P \n); % title
fprintf (fid ,”ASCII\n’); % file type is ascii.
fprintf (fid , 'DATASET POLYDATA\n’); %
fprintf(fid , "POINTS %d float \n’,length(obj.x));
for iInd=1:length (obj.x)
fprintf(fid ,” %f %f %f \n’,obj.x(iInd), obj.y(ilnd),
obj.z(ilnd));
end
fprintf (fid , "POLYGONS %d  %d\n’,length (obj.tri), length(obj.tri
) x4 )
for iInd=1:length (iID)
fprintf(fid,” 3 % % %d \n’,iID(ilnd), jID(ilnd), kID(
iInd) );
end

fprintf(fid , '"POINT DATA %d \n’,length (obj.x));

fprintf (fid , ’SCALARS WaterDepth float 1\nLOOKUPTABLE default\n’
)

fprintf(fid, %f\n’,obj.h);

fclose (fid);

disp ([OutputFile,’ processed’]);

function obj = WriteVtkPm(obj)

% this function writes the head for porous meida in VIK

% use paraview to visualize head values

wedge = obj.prisim —1;

OutputFile = strcat (obj.RootDir,obj.BaseName,pad(obj.i) ,num2str(
obj.i),’ .head_pm’,’.vtk’);

fid = fopen(QOutputFile, 'w’);

if fid < 0
error (’ could not open file for vtk output’);

end

fprintf(fid , '# vtk DataFile Version 2.0\n’); % vtk version.

fprintf(fid , "Export to vtk by Karim Norouzi. Open Source Rocks
;=) P \n); % title

fprintf(fid ,”’ASCII\n’); % file type is ascii.
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fprintf(fid , 'DATASET UNSTRUCTURED.GRID\n’);
fprintf (fid , "POINTS %d float \n’,length(obj.xyz));
for iInd=1:length(obj.xyz)
fprintf(fid,” %f %f %f \n’,obj.xyz(ilnd,1), obj.xyz(
iInd ,2), obj.xyz(ilnd ,3));
end
fprintf(fid ,’CELLS %d  %d\n’,length (wedge), length (wedge)=*7 );
for iInd=1:length (obj.prisim)
fprintf(fid,” 6 %d %d % %d %d  %d\n’,wedge(ilnd , 1),
wedge (iInd ,2) ,wedge(ilnd ,3) ,wedge(ilnd ,4) ,wedge(ilnd ,5) ,
wedge (iInd ,6) );
end

fprintf (fid , "CELL.TYPES %d\n’,length (wedge) );
fprintf (fid , %d\n’,ones(length (wedge) ,1)*13);

fprintf (fid , ’POINT DATA %d \n’,length(obj.xyz));

fprintf(fid , 'SCALARS PMHead float 1\nLOOKUP.TABLE default\n’);
fprintf (fid , %f\n’,obj .Hpm);

fclose (fid);

disp ([OutputFile,’ processed’]);

function obj = WriteVtkPmVariable (obj, variable)

wedge = obj.prisim —1;
OutputFile = strcat (obj.RootDir,obj.BaseName,pad(obj.i) ,num2str(

obj.i),’.pm.sat’,’ .vtk’);
fid = fopen(OutputFile, 'w’);
if fid <0
error ('’ could not open file for vtk output’);
end
fprintf(fid , '# vtk DataFile Version 2.0\n’); % vtk version.
fprintf(fid , ’Export to vtk by Karim Norouzi. Open Source Rocks
;=) P \n’); % title
fprintf (fid ,”ASCII\n’); % file type is ascii.

fprintf(fid , 'DATASET UNSTRUCTURED.GRID\n’); ¥
fprintf (fid , ’POINTS %d float \n’,length(obj.xyz));
for iInd=1:length (obj.xyz)
fprintf (fid ,” %f %t %f \n’,obj.xyz(ilnd ,1), obj.xyz(
iInd ,2), obj.xyz(ilnd ,3));
end
fprintf (fid ,’CELLS %d  %d\n’,length (wedge), length (wedge)x7 );
for iInd=1:length (obj.prisim)
fprintf(fid,” 6 %d %d % %d %d  %d\n’,wedge(ilnd , 1),
wedge (iInd ,2) ,wedge(ilnd ,3) ,wedge(ilnd ,4) ,wedge(ilnd ,5),
wedge (ilnd ,6) );

end

fprintf (fid , "CELL.TYPES %d\n’,length (wedge) );
fprintf(fid , %d\n’,ones(length (wedge) ,1)*13);

fprintf(fid , 'POINTDATA %d \n’,length (obj.xyz));
fprintf(fid , 'SCALARS PMHead float 1\nLOOKUP.TABLE default\n’);
fprintf(fid , %f\n’, variable);
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fclose (fid);
disp ([OutputFile,’ processed’]);

function area = TriangleArea( obj, x , y)

% calulates the area of a triangle with vertices at x[xl,x2,x3]
% and y[yl,y2,y3];
% this function will issue an error if the triangle is not
% orinted counter clockwise
area =(0.5xdet ([[ 1 x(1) y(1)];[1 x(2) y(2)]5[1 x(3) y(3)1]));
if area <=0
error ('negative area detected’);
end

function CalcMassMatrix(obj)

% this is a function to create the mass matrix that results from
% the use of Control volume finite element method. The matrix is
% diagonal dominient .
n_triangles = length(obj.tri);
obj.w = zeros(n_triangles ,3);
for t_ind=1l:n_triangles

i = obj.tri(t.ind ,1);

j = obj.tri(t-ind ,2);

k = obj.tri(t-ind ,3);

xam = (obj.x(i)+obj.x(j)4obj.x(k))/3; % middle of the

triangle
y-m = (obj.y(i)+obj.y(j)+obj.y(k))/3; % middle of the

triangle

%[xam,y-m] = obj.circumcenter ([obj.x(i),0bj.x(j),obj.x(k)
] ,[obj.y(i),obj.y(j),obj.y(k)]);

x-mij = (obj.x(i)+obj.x(j))/2;

y-mij = (obj.y(i)+obj.y(j))/2;

x-mjk = (obj.x(j)+obj.x(k))/2;

y-mjk = (obj.y(j)+obj.y(k))/2;

x-mki = (obj.x(i)+obj.x(k))/2;

yomki = (obj.y(i)+obj.y(k))/2:

x_1 = obj.x(1); x_j = obj.x(j); xk = obj.x(k);

y-i = obj.y(i); y-j = obj.y(j); y-k = obj.y(k);

%calc w

obj.w(t_ind ,1) = abs( (obj.y(i) — obj.y(j))*xm — (obj.x(i)
—obj.x(j))*y-m + obj.x(i)*obj.y(j) — obj.y(i)*obj.x(j)

obj.w(t_ind ,2) = abs( (obj.y(j) — obj.y(k))*xm — (obj.x(j)
—obj.x(k))*xy-m + obj.x(j)*obj.y(k) — obj.y(j)*obj.x(k));

obj.w(t_ind ,3) = abs( (obj.y(i) — obj.y(k))*xm — (obj.x(i)
—obj.x(k))*xy-m 4+ obj.x(i)*obj.y(k) — obj.y(i)*obj.x(k));

obj.tA(t_ind) = obj.TriangleArea ([x_.i x_j x.k] , [y_i y_j
y-k]);

Aij = obj.TriangleArea ([x_i ],[y-i y-mij ym])
Aik = obj.TriangleArea ([ x_i ],[y-i ym y_mki])
Aji = obj.TriangleArea ([x-j xm x-mij]|,[y-j y-m y-mij]);
Ajk = obj.TriangleArea ([ x_] 1,1v-] 1

([x- N D)

Aki = obj.TriangleArea k x_mki xm
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surface
Trapozodial

Jy-k ym ymjk]);

1/9% Aij+5/18%Aik
1/9% Aji+5/18%Ajk

11/18*(Aki+Akj) 1;

the
elevation.

of of

rule to

Akj = obj.TriangleArea ([x_-k x.m x_mjk]
m = [[11/18%( Aij+Aik) 5/18%Aij+1/9xAik
1. ..
(5/18% Aji+1/9%Ajk 11/18+( Aji+Ajk)
15 ..

[6/18% Aki+1/9xAkj 1/9%xAki+5/18x%Akj
obj.MassMatrix(i,i) = obj.MassMatrix(i,i)
obj.MassMatrix(i,j) = obj.MassMatrix(i,])
obj.MassMatrix(i,k) = obj.MassMatrix(i,k)
obj.MassMatrix(j,i) = obj.MassMatrix(j,i)
obj.MassMatrix(j,j) = obj.MassMatrix(j,])
obj.MassMatrix(j,k) = obj.MassMatrix(j ,k)
obj.MassMatrix(k,i) = obj.MassMatrix(k,i)
obj.MassMatrix(k,j) = obj.MassMatrix(k,j)
obj . MassMatrix (k,k) = obj.MassMatrix (k,k)

end
[L,U,P] = lu(obj.MassMatrix,’ vector ') ;
obj.MassL = L;
obj . MassU U;
obj.MassP = P;
obj.vA = full (sum(obj.MassMatrix)) ’;
end
function [znu,dz] = evolve(obj,save_flag)
% this is the main routine for the calculation
% sediment transport and evolution of the
% it calls flux function and uses a simple
% integrate in time.
znu = obj.z;
i=1;
t = O;
obj.ReadHeadOlf (i) ;
if(obj.1)
qs = obj.flux(obj.t, [obj.H obj.z]);
tnu = obj.t;
end
while (obj.i ) % while there are files to
gs-nu = obj.flux(obj.t, [obj.H obj.z]);
%dHdt = dydt(1:0bj.n);
znu = znu + (tnu—t)/obj.Rs/(1—obj.teta)=*(qs_nu+qs) /2
qs= qgs_nu; % change the gs to gs.nu,
t = tnu;
TSI
% trisurf(obj.tri,obj.x,obj.y,znu—obj.z,

o
% view (0,90)

% colorbar

% sha

ding interp

% drawnow

VA63)

i=i+1;
obj.ReadHeadOlf (i) ;

"edgecolor’

"none )
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tnu = obj.t;

% temp output

msg =[’time step:
I

disp (msg) ;

if (save_flag)

) ’

, num2str(obj.i),’ time: ’ ,num2str(tnu)

filename = strcat( obj.RootDir, ’znu’,pad(i),num2str(i),
Totxt )
fid = fopen(filename , 'w’);

fprintf(fid, "%f ’,znu’);
fclose (fid);
end

subplot (2,1,1);

interp

interp

obj.Henv = max(obj.Henv,obj .H);
trisurf(obj.tri, obj.x, obj.y, obj.Henv — obj.z);%shading
view (0,90); shading interp
colorbar
subplot (2,1,2);
trisurf(obj.tri, obj.x, obj.y, znu — obj.z);%shading
view (0,90) ;shading interp
title (msg);
colorbar
drawnow ;
WISTTTTTTTTT o
end
dz = znu —obj.z;
end
function ids = SelectElements(obj, data, datamin,datamax)

% data is node data;
% a function to select nodes where the node value is between
% datamin and datamax. The ids can be used to select nodes in

% HSG
ids = [];
for tid=1:length (obj.tri)

i_node = obj.tri(tid,1);
j-node = obj.tri(tid,2);
k_node = obj.tri(tid,3);
e
) &
I

)

)

)—I—data(J node )+data (k_node)) /3;
(trivalue > datamin)

trivalue = (data(i_nod
if (trivalue < datamax

ids = [ids tid];
end

end

end
function w = PointDistanceToLine (obj,x,y)
% this function calculates the distance of point 1 to the line
% identified with point 2 and 3.
% [x1, x2, x3], [yl, y2, y3] define the inputs
dx = x(3) — x(2);
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dy = y(3) — y(2);
w = abs( (y(3) — y(2))*x(1) — (x(3)=x(2))*y (1) + x(3)*y(2) — ¥y
(3)%x(2))/sqrt (dxxdx+dy*dy) ;

end
function [tsp] = StreamPowerfd(obj, H) % total stream power
% This is a function that calculates the Stream Power using
% finite difference
%input is the water Head in surface.
tsp = zeros(size (H"));
qs = zeros (size(H’));

7 = obj.z;

C = 0.025; %manning rouphgness

gamma = 9.81x1000;

%qp = [0.1488743389816312, 0.4333953941292472,

0.6794095682990244, 0.8650633666889845, 0.9739065285171717];
Yqw = [0.2955242247147529, 0.2692667193099963,
0.2190863625159821, 0.1494513491505806, 0.0666713443086881];
for t_.id = 1:length(obj.tri)
i =obj.tri(t-id ,1);
j = obj.tri(t.id ,2);
k = obj.tri(t-id ,3);
VAL
%Sx = 1/2/obj.triangle_area(t_id)=( H(i)*(obj.y(j)—obj.y(k)
P B Cobi 3 ()-0b] (1)) (1)« obi v(1)-0bl-3 (1))
%Sy= 1/2/obj.triangle_area(t_id)*( H(i)*(obj.x(k)—obj.x(j))
+ H(j)*(obj.x(i)—obj.x(k))+H(k)=*(obj.x(j )—()1),]. (i)));
%S = sqrt (Sx*Sx + SyxSy);
% if grad_H_s is less than both fluxes are zero.
if H(i) > H(j)
b= H(i) - Z(i);
S = h/obj.L(t_id ,3);
Qs = gammaxh.” (5/3)*sqrt (S)/Cxobj.w(t_id ,3);
%% second interface.
as(i) = as(i) — Qs:
qs(j) = as(j) + Qs;
else
h = H(j) — H(j);
S = h/obj.L(t-id ,3);
Qs = gammaxh.” (5/3)*sqrt (S)/Cxobj.w(t_id ,3);
%% second interface.
qs(i) = qs(i) + Qs;
as(j) = as(j) — Qs;

end

H(j) > H(K)
b= H(j) - 2(5);
S=nh / obj.L(t.id,1);
Qs = gammaxh." (5/3)*sqrt(S)/Cxobj.w(t_id ,1);
%% second interface.
as(j) = as(j) — Qs;
gs (k) = as(k) + Qs:
else
h = H(k) — H(k);
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= h/obj.L(t.id ,1);
Qs = gammaxh.” (5/3)*sqrt (S)/Cxobj.w(t_id ,1);
%% second interface.
4s(i) = as(i) + Qs;
as(k) = ags(k) — Qs;
end

> H(i)
H(k) — Z(k);
h / obj. (t,id ,2) 5
Qs = gammaxh." (5/3)*sqrt(S)/Cxobj.w(t_id ,2) ;
%% second interface.
qs (k) = qs(k) — Qs;
gs(i) = gs(i) + Qs;
else
b= H(i) - H(i);
S = h/obj.L(t_id ,2);
Qs = gammaxh." (5/3)*sqrt(S)/Cxobj.w(t_id ,2);
%% second interface.
qs (k) = gs(k) + Qs;
qs(i) = qs(i) — Qs;

if H(k)
h =
S =

end
end % end gs
tsp= qs’./obj.vA;

function [tsp] = StreamPower(obj, H) % total stream power
o7
/(

stream power with Quadrature formualtion.

% the Energy sl()p(‘ is calculated for each triangle using the the
% H for three node

tsp = zeros(size( "))
qs = zeros (size(H"));
Z = obj.z;

C = 0.025; %manning rouphgness

gamma = 9.81%x1000;

qp = [0.1488743389816312, 0.4333953941292472,
0.6794095682990244, 0.8650633666889845, 0.9739065285171717];

qw = [0.2955242247147529, 0.2692667193099963,
0.2190863625159821, 0.1494513491505806, 0.0666713443086881];

for t_.id = 1: length(obJ tri)

i = ObJ tri(t_id ,1);

j = obj.tri(t_id ,2);

k = obj.tri(t-id ,3);

Hm = (H(i)+H(j)+HH(k))/3;
H_ij = (H(i)+H(j))/2;
H_jk = (H(j)+H(k)) /2;

H. ki = (H(i)H(k))/2;
Zm = (Z(i)+Z(j)+Z(k))/3;
Z-ij = (Z(1)+Z(j)) /2;
Z-jk = (Z(j)+Z(k))/2;

Z ki = (Z(i)4+Z(k))/2;

9%

xm = (obj.x(i)+obj.x(j)+obj.x(k))/3; % middle of the
triangle

y-m = (obj.y(i)+obj.y(j)4+obj.y(k))/3; % middle of the
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triangle

x_ij = (obj.x(i)+obj.x(j))/2;
y-ij = (obj.y(i)+obj.y(j))/2;
x-jk = (obj.x(j)+obj.x(k))/2;
y-jk = (obj.y(j)+obj.y(k))/2;
x_ki = (obj.x(i)+obj.x(k))/2;
y-ki = (obj.y(i)+obj.y(k))/2;
0707

SX= 1/2/0bj . tA(t_id)=*( H(i)*(obj.y(j)—obj.y(k))+ H(j)=*
.y (k)—obj.y(i))+H(k)*(obj.y(i)=obj.y(j)));

Sy= 1/2/obj.tA(t_id)*( H(i)=*(obj.x(k)—obj.x(j))+ H(j)=*(obj.

x(1)=obj.x(k))+H(k)*(obj.x(j)—obj.x(1)));
S = sqrt (Sx*Sx + Sy#*Sy);

% if grad_H_s is less than both fluxes are zero.

sqrt_S = sqrt(S);
if S > 10e—12
Hgp = (1—qp)*H_ij + gp*Hm;
Zgp = (1—qp)*Z_ij + qp*Z.m;
hgp = Hgp — Zqp;
if any(hgp) < 0
error ('negetive water depth’);

end
ssp = gammaxhqgp.” (5/3)*sqrt_S/C;
%qw_mij = obj.segment.integrate (qwx+qwy); % flow

throuh the first segment

L= sqrt( (x-ij — xm)*(x_1j — xm) + (y-ij — ym)x*(y_ij

— ym));
nx = (xm — x_ij)/L;
ny = (yom — y_ij)/L;
gs-mij = Lxsum( qw .*x ssp );
%% second interface.
Hgp = (1—qp)*H_jk + qp*Hm;
Zgp = (1—qp)*Z_jk + qp*Z.m;
hgp = Hap — Zqp;
if any(hgp) < 0
error ('negetive water depth’);

end
ssp = gammaxhqgp.” (5/3)*sqrt_S/C;
%qw_mij = obj.segment.integrate (qwxtqwy); % flow

throuh the first segment

L= sqrt( (x-jk — xm)*(x_jk — xm) 4+ (y_-jk — ym)*(y_jk

— ym));
nx = (xm — x_jk)/L;
ny = (ym — y_jk)/L;
gs-mjk = Lisum( qw .* ssp );
T
Hgp = (1—qp)*H_ki + qp*Hm;
Zgp = (1—qp)*Z_ki + qp*Z.m;
hgp = Hap — Zqp;
if any(hgp) < 0

error ('negetive water depth’);
end

ssp = gammaxhqp.” (5/3)*sqrt_S/C;
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Yoqw _mij obj.segment

throuh the first segment

L= sqrt( (x_ki — xm)*(x_ki — xm) 4+ (y_ki — ym)=*(y_ki

— ym));

nx = (x.m — x_ki)/L;

ny = (y-m — y._ki)/L;
gs-mki = Lkxsum( qw .* ssp );

%%
as (1)

qs(i) + gs-mij — gs_mki;

as(j) = gs(j) + qs-mjk — gqs_mij;
qs qs

J
(k) =
end
end % end qs

%tsp= obj.MassU\(obj.MassL \ gs(obj.MassP)

tsp = gqs’ ./ obj.vA;

end
function CalcStreamPower (obj)
% calculation of the stream power for the transient case.
% calls StreamPower or StreamPowerfd
i=1;
obj = obj.ReadHeadOlf(1);
if obj.i
t = obj.t;
H = obj.H;
csp = obj.StreamPower (H) ;
end
i = i41;
obj.ReadHeadOlf (i) ;
while obj.i
Hnu = obj.H;
tnu = obj.t;
cspnu = obj.StreamPower (Hnu) ;
ssp = 9.81%1000%(Hnu.* (Hnu — obj.z) — H.x(H — obj.z))/(tnu
- t) .
+ 0.5%(cspnu + csp);
H = Hnu;
t = tnu;
csp = cspnu;
ExportBaseleveltoGMS (strcat (obj.RootDir, ’ssp ’,pad(obj.1i),
num2str(i),’.gms’) ,ssp);
disp ([ obj.RootDir, ’stream power for ’,num2str(i)]);
i=i+4+1;
obj.ReadHeadOlf (i) ;
end
end
function [znu,Qb] = erode(obj,step,stepsize)

\
\

J
(k) + gs-mki — gs_mjk;

% the newest version of the land surface

% can call Qs (Quadrature
difference)
if isempty (obj.vA)

integration)

or

.integrate (qwx+qwy); % flow

3P

evolution .

Qsfd

(finite
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error (’calculate geometries first’);

end
znu = obj.z;
Qb = [];
i=1;
t = 0;
obj.ReadHeadOlf (i) ;
if(obj.i)
[qs,gb] = obj.Qsfd(obj.t, obj.H);
tnu = obj.t;
end
Qb = [Qb ab];

%c =1/obj.beta/obj.Rs/(1—obj.teta);
¢ =1/obj.beta/obj.Rs;

while (obj.i < stepsize)

end

filename = strcat( obj.RootDir, Qsbnd.gms’);

files to process
[qs_nu,gb] = obj.Qsfd(obj.t, obj.H );
Qb = [Qb ab];
znu = znu + cx(tnu—t)*(gs_nu+tqs) /2;
qs= qgs_nu; % change the gs to gs_nu,
t = tnu;
i=i+1;
obj.ReadHeadOlf (i) ;
tnu = obj.t;
% temp output .
msg =[obj.RootDir,’ — time step: ’, num2str(obj.i),’ time:
,num?2str (tnu) |;
disp (msg) ;
if (step)
ext = (step—1)xstepsize 4+ i—1;
filename = strcat( obj.RootDir, ’znu’,pad(ext),num2str(
ext),’.gms’);
ExportBaseleveltoGMS (filename ,znu); % save in gms

en

d

format .

% while there are

ExportBaseleveltoGMS (filename ,Qb); % save in gms format.

end

function Hmax = MaxWaterDepth (obj)

%find

the

i=1;
Hmax = obj.z;
obj.ReadHeadOlf (i) ;
Hmax = obj .H;
while (obj.1i);

end

=i+
obj.ReadHeadOlf (i) ;

water depth Envelop.

Hmax = max(Hmax, obj.H);

disp ([ 'reading file

»,num2str(i)]) ;
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function DiscretizeUsingInCenters (obj)
%% calculate vA,Lij, and w using

%
%
%

7
/(

discritizes the triangles using

incenters ...
Incenters.

the interface length, normals and each node area is
calculated. The values are needed for the finite difference

method .

nNodes = length (obj.x);
nTri = length (obj.tri);
obj.L =zeros(nTri,3);
obj.w =zeros (nTri,3);
obj.nx =zeros(nTri,3);

obj.ny =zeros(nTri,3);

obj.vA = zeros(nNodes,1);

A=1;

B = 2;

C = 3;

for t = 1:nTri
i =obj.tri(t,1); j = obj.tri(t,2
a = obj.distance ([obj.x(j) obj.x(
b = obj.distance ([obj.x(1) obj.x(
¢ = obj.distance ([obj.x(i) obj.x(
s = atbtc;

ix = (axobj.x(i) + bxobj.x(]
iy = (axobj.y(i) 4+ bxobj.y(j

)
k)

k)] ,[obj.y(i) obj.y
i)l [obj.y(i) obj.y

) + cxobj.x(k))/(atbic)
) + cxobj.y(k))/(atb+c);
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Area = obj.TriangleArea ([obj.x(i), obj.x(j), obj.x(k)],[ob]
y(i), obj.y(j),obj.y(k)]);

r = Area/2/s; % raduous of incenter.
obj.L(t,A) = a; % a is opposite node A
obj.L(t,B) =b; % b is opposite node B
obj.L(t,C) = c¢; % ¢ is opposite node C
obj.w(t,A) = r;

obj.w(t,B) = r;

obj.w(t,C) = r;

di = obj.distance ([ix,obj.x(i)],[iy,obj.y(i)]); %distance

from node i to incenter
dj = obj.distance ([ix,obj.x(
dk = obj.distance ([ix,obj.x(
bi = sqrt(dixdi — r=r);
bj = sqrt(djxdj — rxr);
bk = sqrt (dkxdk — rxr);
obj.vA(i) = obj.vA(i) + rxbi
obj.vA(j) = obj.vA(j) + rxbj

i) ][y ,obj.y(i)])
k)], [iy,obj.y(k)])

b
i

)

)

obj.vA(k) = obj.vA(k) + rxbk;

obj.tA(t) = Area;
obj.nx(t,C) = (obj.x(i)—obj
interface 1 x dir
obj.ny(t,C) = (obj.y(i)—obj
interface 1 y dir
obj.nx(t,B) = (obj.x(k)—obj
obj.ny(t,B) = (obj.y(k)—obj

.x(j))/c; % normal to the

.y(j))/c; % normal to the

-x(1))/b;
-y (i))/b;
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end

obj.nx(t,A) =
obj.ny(t,A) =

end

(obj.x(j)—obj.
(obj.y(j)—obj.

function DiscretizeUsingMedian (obj)

%% calculate vA,Lij, and w using Medians

% discritize the triangles using median values.

% values are needed for finite difference. When the triangles

% are equlateral , this is the same as DiscreitzeUsingInCenters ()

nNodes = length (obj.x);
nTri = length (obj.tri);
obj.L =zeros(nTri,3);
obj.w =zeros (nTri,3);
obj.nx =zeros(nTri,3);
obj.ny =zeros(nTri,3);

obj.vA = zeros(nNodes,1);
for t = 1:nTri
i =obj.tri(t,1); j = obj.tri(t,2); k = obj.tri(t,3);
a = obj.distance ([obj.x(j) obj. (k)] s[obj.y(j) obj.y(k)]);
b = obj.distance ([obj.x(i) obj.x(k)],[obj.y(i) obj.y(k)]);
¢ = obj. distance ([obj x(i) obj.x(j)].[obj-y(i) obj.y(i)]):
obj.L(t,1) = a;
obj.L(t,2) = b;
obj.L(t,3) = c;
mx = (obj.x(i) + obj.x(j) + obj.x(k))/3; Ymeidan x coord
my = (obj.y(i) 4+ obj.y(j) + obj.y(k))/3; % meidan y coord
mxij = (obj.x(i) + obj.x(j))/2;
myij = (obj.y(i) + obj.y(j))/2;
mxjk = (obj.x(j) + obj.x(k))/2;
myjk = (obj.y(j) + obj.y(k))/2;
mxki = (obj.x(k) + obj.x(i))/2;
myki = (obj.y(k) + obj.y(i))/2:
A = obj.TriangleArea ([obj.x(i), obj.x(j), obj.x(k)],[obj.y(
i), obj.y(j),obj.y(k)]);
obj.w(t,3) = obj.distance ([mx mxij],[my myij]) ;
obj.w(t,1) = obj.distance ([mx mxjk] ,[my myjk]) ;
obj.w(t,2) = obj.distance ([mx mxki],[my myki]) ;
obj.vA(i) = obj.vA(i)+obj. TriangleArea([obJ x(1), mxij, mx
] .[obj.y(i),myij , my]);
obj.vA(i) = obj.vA(i)+obj.TriangleArea ([obj.x(i), mx, mxki

]7[Obj~Y(i)
obj.vA(j) = obj.
J,[obj.y(j),
obj.vA(j) = obj.
]7[Obj~}’(j)7

my, myki]);
vA(j)4obj. TriangleArea ([obj.

myjk, my]) ;
vA(j)4obj. TriangleArea ([obj.

my, myij]);

mxjk, mx

mx, mxij

obj.vA(k) = obj.vA(k)4obj. TriangleArea ([obj.x(k), mxki, mx
J,[obj.y(k), myki, my]);
obj.vA(k) = obj.vA(k)+obj. TriangleArea ([obj.x(k), mx, mxjk

] 7[Obj~Y(k)7
obj .tA(t) = A;

my, myjk]);



892

893

894

896

897

898

899

900

901

903

904

905

906

907

908

910

911

912

930

932

933

934

935

937

end

153

obj.nx(t,1) = —(my-myij)/obj.w(t,1); % normal to the
interface 1 x dir

obj.ny(t,1) = (mx—mxij)/obj.w(t,1); % normal to the
interface 1 y dir

obj.nx(t,2) = (my—myjk)/obj.w(t,2) ;

obj.ny(t,2) = (mx—mxjk)/obj.w(t,2);
obj.nx(t,3) = — (my-myki)/obj.w(t,3);
obj.ny(t,3) = (mx—mxki)/obj.w(t,3);

end

function [dZdt] = Qs(obj,t ,H)

%Energey gradient is calculated using head values for the 3

%this function calculates sediment flux using Quadrature method.

Q

Y%nodes in triangle.

Y%mp = obj.pool.NumWorkers;
Q_s = zeros(size (H));
Z = obj.z;

AA = (obj.Rs — obj.Rw)*obj.gxobj.D

BB = obj.Ks*obj.D"(3/2)*sqrt ((obj.Rs — obj.Rw)/obj .Rwkobj.g);

gamma = obj.gxobj .Rw;

qp = [0.1488743389816312, 0.4333953941292472,
0.6794095682990244, 0.8650633666889845, 0.9739065285171717];

qw = [0.2955242247147529, 0.2692667193099963,
0.2190863625159821, 0.1494513491505806, 0.0666713443086881];

7

i

Q>
|
W o

for t._ 1d = 1l:length (obj.tri)
ii = obj.tri(t-id ,1);

ij = obj.tri(t.id,2);

kk = obj.tri(t-id ,3);

+H

Hm = (H(ii)+HH(jj)+H(kk))/3;

Hoij = (H(ii)+H(jj))/2;

H_jk = (H(jj)H(kk))/2;

H_ki = (H(1ii )+H(kk))/2

Zam = (Z(11)+Z(jj)+2(kk))/3;

Z_ij = (Z(ii)+Z(ij))/2;

Z-jk = (Z(jj)+Z(kk))/2;

‘kai = (Z(i1)+Z(kk)) /2;

Sx = 1/2/0bj.tA(t-id)=( H(ii)=*(obj.y(jj)—obj.y(kk))+ H(jj)
*(obj.y(kk)—obj.y(ii))+HH(kk)*(obj.y(ii)=obj.y(jj)));
= 1/2/0bj . tA(t_id)x( H(ii)=*(obj.x(kk)—obj.x(jj))+ H(jj)
x(obj.x(11)—obj.x(kk))+H(kk)*(obj.x(jj)—obj.x(ii)));

S = sqrt (Sx*Sx + SyxSy);
7

% if grad_H_s is less than both fluxes are zero.

if S > 10e—16

Hqgp = (1—qp)*H,ij + qpxH.m;
Zgp = (1—qp)*Z_ij + qpxZ.m;
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hgp = Hagp — Zqp;

Texcess = max (0 ,(gammaxhqpxS/AA — obj.Tc));

gs-seg = BBx(Texcess). (3/2);

qs-x = (s-segxSx/S;

qs-y = qs_segxSy/S;

%qw_mij = obj.segment.integrate (qwxtqwy); % flow
throuh the first segment

qs_mij = obj.w(t_id ,C)*sum( qw .x ( gs_xxobj.nx(t_id ,C)
— gs.y*obj.ny(t-id ,C)) );

7% second interface.
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979

980

982

983

984

985

987

Hgp = (1—qp)*H_jk + gp*Hm;
Zqp = (1—qp)*Z_jk + qp*Z.m;
hqp = Hgp — Zap;

Texcess = max(0,(gammaxhqp*S/AA — obj.Tc));
gs-seg = BBx(Texcess)." (3/2);

qs-x
qs-y

gs-mjk = obj.w(t_id ,A)*sum( qw
— qgs-y*obj.ny(t-id ,A) ) );

0707,
/0/(

Hgp = (1—qp)*H_ki + gp*Hm;
Zap = (1—qp)*Z_ki + qp*Zm;
hgp = Hqp — Zgp;

Texcess = max(0,(gammaxhqp*S/AA — obj.Tc));
gqs_seg = BBx(Texcess). (3/2);

qs-x = gs-segxSx/S;

qs-y = qs_seg*Sy/S;

gs-mki obj.w(t_id ,B)*sum( qw ( gs-x*obj.nx(t-id ,B)
— gs-y* obj.ny(t-id ,B)));

VA

Qs Qs(ii) — gs_mij + gs_mki;

Qs Q-s(jj) — as-mjk + qs-mij;

Qs Q-s(kk) — gs-mki + gqs_mjk;

qs_seg*Sx/S;
qs_seg#*Sy/S;

( gs_-x*obj.nx(t-id ,A)
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988

989 end % end gs

990 dZdt = 7Q,S./Obj .VA;

991 end

992 function [dZdt] = QsCV(obj,t ,H)

993 %This function calculates sediment flux using Control volume
994 Y%approach. This is called from erode function.

995 Q-s = zeros(size(H));

996 Z = obj.z;

997 %seg = obj.segment ;

998 gamma = obj.gxobj .Rw;

999 AA = (obj.Rs — obj.Rw)*xobj.gxobj.D;

1000 BB = obj.Ksxobj.D"(3/2)*xsqrt ((obj.Rs — obj.Rw)/obj.Rwxobj.g);
1001 A= 1;

1002 B = 2;

1003 C = 3;

1004 for t_id = 1:length(obj.tri)

1005 ii = obj.tri(t,id ,A);

1006 JJ = obj.tri(t,id,B);

1007 kk = Obj.tri(t,id,C);

1008 Y%% testting flux

1009 if H(ll) >H(JJ)

1010 S = (H(ll) —H(J‘]))/ObJL(t,ld,C),

1011 thZH(ii)—Z(ii);

1012 Texcess = max (0 ,(gammaxhqpxS/AA — obj.Tc));
1013 gqs_seg = BBx(Texcess)." (3/2);

1014 gs-mij = gs_segxobj.w(t_-id ,C);

1015 Qs(ii) = Qus(ii) — gs_mij;

Q-s(jj) = Qs(jj) + qs-mij;

1017 else

1018 S = (H(JJ) —H(ii))/obj.L(t,id,C);

1019 hap = H(jj) — Z(jj);

1020 Texcess = max (0 ,(gammaxhqp*xS/AA — obj.Tc));
1021 qs_seg = BBx(Texcess). (3/2);

1022 qs-mij = gs_segx*obj.w(t_id ,C);

1023 Q,S(ii) = Q,S(ii) + gs_mij;

Q-s(jj) = Qs(jj) — qs-mij;

1025 end

1026

1027 9% second interface.

1028

1029 if H(jj ) H(kk)

1030 = (H(jj) -H(kk))/obj.L(t_id ,A);

1031 hqp*H( i) = Z(ji);

1032 Texcess = max(0,(gammaxhqp*S/AA — obj.Tc));
1033 gs-seg = BBx(Texcess). (3/2);

1084 gs-mjk = gs_segxobj.w(t_id ;A);

Q-s(jj) = Qs(jj) — as-mjk ;

1036 Q-s(kk) = Qs(kk) + gs_-mjk;

1037 else

1038 S = (H(kk) 7H(‘]J))/Obl]L(t,ld ,A);

1039 hqp = H(kk) - Z(kk),

1040 Texcess = max(0,(gammaxhqp*S/AA — obj.Tc));

1041 qs_seg = BB#(Texcess). (3/2);
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1042 gs-mjk = gs_segxobj.w(t_.id ,A);

Qs(jj) = Qs(jj) + asmjk ;

1044 Q,S(kk) = Q,S(kk) — qs,mjk;

1045 end

1046

1047 Y

1048 if H(kk) > H(ll)

1049 S = (H(kk) —H(ll))/ObJL(t,ld ,B);

1050 hqp = H(kk) — Z(kk);

1051 Texcess = max (0 ,(gammaxhqpxS/AA — obj.Tc));

1052 gs_seg = BBx(Texcess). " (3/2);

1053 gqs-mki = gs_segxobj.w(t_id ,B);

1054 Qs(ii) = Qus(ii) + gs_mki;

1055 Q,S(kk) = Q,S(kk) — qs,mki;

1056 else

1057 S = (H(ii) —H(kk))/obj.L(t,id ,B);

1058 hgp = H(ii) — Z(ii);

1059 Texcess = max (0 ,(gammaxhqpxS/AA — obj.Tc));

1060 gs_seg = BBx(Texcess). " (3/2);

1061 gs-mki = gs_segxobj.w(t_id ,B);

1062 Q,S(ii) = Q,S(ii) - qs,mki;

1063 Q-s(kk) = Qus(kk) + gs-mki;

1064 end

1065 end

1066 dzdt = Q_s./obj.vA; Yobj . MassU\ (obj . MassL (Q_s(obj.MassP,:))
) ;

1067 dZdt (obj.bnd_nodes) = 0;

1068 end

1060 function [dZdt,qb] = Qsfd(obj,t ,H)

1070 % function to calculate sediment flux using finite difference.

1071 [,;"'i/

1072 Y%np = obj.pool.NumWorkers;

1073 s = zeros (size (H));

1074 7 = ObJ B/

1075 %seg = obj.segment;

1076 gamma = obj.g%obj.Rw;

1077 AA = (obj.Rs — obj.Rw)*obj.gxobj.D;

1078 BB = obj.Ksxobj.D"(3/2)*sqrt ((obj.Rs — obj.Rw)/obj.Rwxobj.g);

1079 for t_.id = 1:length(obj.tri)

1080 ii = obj.tri(t_id ,1);

1081 JJ = obj.tri(t,id,2);

1082 kk = obj.tri(t-id ,3);

1083 Y% testting flux

1084 H,IJ = (H(11)+H(JJ))/2,

1085 H,_]k = (H(JJ)+H(kk))/2,

1086 H_ki = (H( 11 )—I—H(kk) ) /2;

1087 Z_ij = (Z(ii)+Z2(jj))/2;

1088 Z,,]k = (Z(JJ)+Z(kk))/2,

1089 Z ki = (Z(11)+Z(kk))/2,

1090 T

1091

1092 S = (H(JJ) —H(ll))/ob‘]L(t,ld,?)),

1093 hqp = H,ij — Z,ij;

1094 Texcess = max (0 ,(gammaxhqpxabs(S)/AA — obj.Tc));
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1096

1097

1098

1099

1100

1101

1102

1103

1104

1105
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1109

1110

1111
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1114

1115

1116

1117

1118

1119

1120
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1123
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1128
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1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

end
dzdt =
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qs_seg = BBx(Texcess). (3/2);

gs.mij = qs_seg*obj.w(t_id ,3);
if H(ii) > H(jj)
Qus(ii) = Qs(ii) — gs mij;
Q-s(jj) = Qs(jj) + gs-mij;
else
Qs(ii) = Qs(ii) + gs-mij;
Q-s(jj) = Qs(jj) — gs-mij;
end
S = (H(kk) —H(jj))/obj.L(t_id ,1);
haqp = H.jk — Z_ik:

Texcess = max(0,(gammaxhgpxabs(S)/AA — obj.Tc));
gqs_seg = BBx(Texcess). (3/2);

gs-mjk = gs_seg*obj.w(t_id ,1);
if H(jj) > H(kk)

Q-s(jj) = Qs(jj) — gs-mjk ;

Q-s(kk) = Q-s(kk) + gs_mjk;
else

Q-s(jj) = Qs(jj) + gs-mjk ;

Qus(kk) = Qus(kk) — qs mjk;
end

Texcess = max (0 ,(gammaxhqp*abs(S)/AA — obj.Tc));
qs_seg = BBx(Texcess). (3/2);

gs-mki = gs_segxobj.w(t_id ,2);
if H(kk) > H(ii)
Qs(ii) = Qs(ii) + gqs-mki;
Q-s(kk) = Q.s(kk) — gs-mki;

else
Qs(ii) = Qs(ii) — gqs-mki;
Q-s(kk) = Qs ) + gs-mki;
end
Q_s./obj.vA;

ind = find (Q-s(obj.bnd_nodes)> 0);

gb = sum(Q_s(obj.bnd_nodes(ind)));
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end

positive flux out of the system.

dZdt(obj.bnd_nodes(ind)) = 0; % only the postive flux gets out

of the system.

function plotproperty (obj,prop)

%

t
X

y
V/

max.-X = mmax
min_x
max.y = max
min_y = min

t

a quick way of plotting a surface property.
ri = obj.tri;

= obj.x/1000;

= obj.y/1000;

= obj.z;

I
g
=]

risurf(tri,x,y, prop ,’edgecolor’,’none’);

% trisurf(tri,x,y,z, prop);

shading interp
view (0,90) ;
Y%he colorbar;
set (geca, 'ydir’,’reverse ’);
axis equal

xlim ([min_x max_x]) ;
ylim ([min_y max_y]) ;
%caxis ([—3.5 3.5]);
xlabel (’X[Km] ’, ’fontsize’,16);
ylabel ("Y[Km] ’, ’fontsize > ,16) ;

end
function [cx,cy] = circumcenter (obj,x,y)
% finds the triangle circumcenter coordinates

DET(:Q)Q)*)(X(U*(Y(Q)*Y(:)’)) + x(2)x(y(3)=y (1)) + x(3)*(y(1)~y

mx = (x(1)*x(1)+y(1)*y (1)) *(y(2)=y(3))+(x(2)*x(2)+y (2)*y(2)
)* (v (3)=y (1)) +(x(3)#x(3)+y (3)*y (3) ) *(y (1)=y(2) ) ;
my = (x (1) s (1)y (1) (1)) % (x(3)% (2) )+(x (2) 5x(2)+y (2) £ (2)
(1) (3) ) +(x (3) #x (3) 4y (3) vy (3) ) # (x(2)—x (1)) ;
cx =mx/DET;
cy =my/DET;
end
function [ix,iy] = incenter (obj,x,y)
%% calculates the incenter of of the triagle.
% finces the incenter coordinates for each triangle.
a = obj.distance ([x(2) x(3)],[y(2) y(3)]);
b = obj.distance ([x(1) x(3)],[y(1) y(3)]);
¢ = obj.distance ([x(1) x(3)],[y(1) y(3)]);
ix = (axx(1) + bxx(2) + cx*x(3))/(atb+c);
1 iy = (axy(1) + bxy(2) + y*x(3))/(atbtc);
function d = distance (obj,x,y)
% his function calculates the distance between two points.
dx = x(2) — x(1);
dy = y(2) — y(1);
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1198

1199

1200

1201

end

end

d = sqrt (dxxdx + dy=*dy);
end
%end methods

159
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