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The failure of cut elimination in general has sometimes be considered a deficiency of
systems with definitional reflection. If the system is contraction-free or if the definition
considered does not contain implication, then the system admits cut elimination (see [5]).
Based on considerations unrelated to cut elimination, Kreuger [4] has proposed to restrict
initial sequents

ata

in the logic of definitional reflection to the case where a is an atomic formula which is not
properly defined by the given definition D in the sense that a<=a is the only clause for a
in D. It will be shown that in such systems, which contain contraction, cut is eliminable.

Slightly differently, without using clauses like a<=a, we can describe the situation as
follows: Let D be a definition and i/ a distinguished set of atoms which are not defined
by D, i.e., which are not head of any clause in D. FElements of U are called ‘uratoms’.
Then we consider the system of definitional reflection described in [6] with both thinning
and contraction, but replace the rule (1) with

(I)Ui a€eU

ata
and the rule (DF) with

(D,CFA: C € D(a)}

(DF)” I'aFA

a U

(of course with the usual proviso that guarantees closure under substitution). Further-
more, due to the presence of contraction, we just consider a single conjunction A. We call
this system DRy(D). We show that cut is admissible in this system.
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First we transform DRy,(D) into a system DRj,(D), in which contraction and thinning
are no longer explicit rules but built into the other rules. For simplicity, we here only
consider the propositional part:

(1) I, akFa act
() 1 ) IFa
[FA T-B I, A, B-C
FN) A (AR) AnBrC
) A [EB -y DARC T BeC
[FAVB TFAVB T, AVBFC
.y LA I, A>BFA T, BFC
) ass S W
r'+C {I',CHA:C € D(a)}
(FD) Tra C € D(a) (D), T a4 agdU

It is obvious that thinning is admissible in DR};(D). For contraction we argue as follows:
We can show that (DF),, is invertible in the sense that, if I',aFA is derivable with n
applications of (DF),,, then I', C-A is derivable for any C' € D(a) with < n applications
of (DF),,. Here it is crucial that I',a-A cannot result from (/)y, since a is no uratom.
The admissibility of contraction then follows by induction on the number of applications
of (DF),, and the length of derivations.

Remark If we had to formulate a system with implicit contraction, but with the rule
(I) unrestricted, we would have to take

{I'a,CrA:C € D(a)}
I',aFA

with the a repeated above the inference line as a primitive rule. Otherwise, for example,
from the definition p<=p— 1 the sequent p_1 would not be derivable, which is derivable
with explicit contraction.

Now in the system DR, (D) we can easily eliminate cuts: we use induction on the triple
(d,c,ly, where the D-rank d is the maximum number of applications of D-rules in all
branches leading to the conclusion of the cut, the cut-degree ¢ is the complexity of the cut
formula, and the cut-length [ is the number of rule applications above the conclusion of
the cut. In the main reductions with — the D-rank is not increased since in its definition
we have taken the maximum and not the sum of applications of D-rules. In the main
reduction of D the D-rank is decreased since we have counted both (D\),- and (FD)-
inferences.



Remarks

1. In the system with unrestricted (/) and implicit contraction within (DF) we cannot
perform main reductions of D, since the D-rank is not necessarily decreased. If we have
no contraction at all, then it is possible to work with sums in the computation of the
D-rank and just count (Dh)-applications (as in [5]).}

2. If we use the w-version of definitional reflection with (DF), instead of (DF), no
additional problems arise in principle. The rule (DF),, is invertible, if we do not require
contraction.?

3. Jager and Stérk [3], who work with a multiple succedent calculus with negation as
primitive, have proved a result similar to the one given here. The differences between their
sequent system and ours are not very important as far as cut elimination is concerned.
They translate proofs in the original system into a system with ramified D-rules, for which
the cut elimination proof is completely standard, and then retranslate cut-free proofs.
Such a translation and retranslation is possible if identity () is lacking. This method
— which also works if contraction is missing, but full identity is present — can easily
be carried over to the situation considered here. Jéger and Stark arrive at their system
without identity from a different point of view, considering the three-valued semantics
of logic programs with negation as failure. Kreuger motivated the restrictions on ([)
by considerations concerning the operational interpretation of definitional reflection as
implemented in GCLA.

4. We do not think that the issue of cut elimination is of any relevance as to whether
to restrict (/) (or analogously, whether to reject contraction). The rules of the system
have to be justified independently. Unlike Girard [1] we have always taken the view that
eliminability of cuts is a feature of the particular definition D under consideration, and
not something that has to be made sure from the beginning. According to Hallnés [2]
a partial inductive definition D is called total, if the consequence relation generated by
D is transitive (i.e., if we can eliminate cuts). Whether a partial inductive definition is
properly partial or whether it is total is something that may (or may not) be proved
after stating the definition. This is quite analogous to the definition of a partial recursive
function which later on may (or may not) turn out to be total. It seems impossible to
single out the definitions which are total by a simple syntactic criterion.

1So in that case we either use the maximum und count both (FD)- and (DF)-applications, or we use
sums and count (DF). In DRy, (D)we have to use the maximum.

2This is proved in [6, Lemma 4]. Actually, there the invertibility of (DF),, was mistakenly claimed
also for the system with contraction. The validity of the theorems of that paper is not affected by this
fault.
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