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Research and innovative services for flexible networks
in Baden-Wirttemberg
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b
Vision of Self-driving Networks "“NET

e Fol Policy Control is the core component
Self-Service corolicy Control | Service Function responsible for compliance with SLAs and
network policies derived from intents

Portal Conflict Resolution Chaining

Configuration

— Network Control

Configuration Users should be able to easily define network
services via self-service portal.

Data * * Control Data + * Control

Enabling Technologies:
Scalable and Adaptive Monitoring & 8

v ve v

software- programmabl

service :
function defined <
Enabling ‘ Efficient haini networks data paths
Technologies Infrastructures ¢ chaining (SFC) (SDN) (P4)

Network Adaptation

self-driving networks
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Use Cases

="

Firewall as a
Service

Transfer of large
research datasets

V=
-

Access via WIFI
and 5G networks

G

Improved security in
campus networks
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Use-Case 1: Firewall as a Service based on P4-SFC

Self-
Service
Portal

— oo T 1
. sol sevice-portLd ‘, [N\ ‘
= . . SFC -Cloud <==P4-SFC

il s—

Internet /
Data Center

Institution

Web-based management of Service
Functions and Chains

Automated deployment in SFC Cloud
100G ready

08.04.2022

VNF 1
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VNF Host 1

Forwarder

Ingress Switch

VNF2 VNF3

| S—
—

VNF Host 2

SFC-enabled domain

https://link.springer.com/chapter/10.1007/978-3-030-59851-8_19
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Firewall-as-a-Service for Campus Networks Based on P4-SFC

Service Function Chaining Based on Segment ECEASST

Routing Using P4 and SR-IOV (P4-SFC)*

Andreas Stockmaer, Stephan Hinselmann, Marco Hiberle, and Michael Menth Marco Hiiberle!, Benjamin Steinert”, Michael Menth®

"marco.h n.de
Zbenjamin
S

me
University of Tuebingen, Chair of Communication Networks, Tuebingen, Germany *

P4SFC 10 support serv

Abstract: Taking care of security is a crucial task for every operator of a cam-
pus network. One of the most fundamental security-related network functions that
can be found in most networks for this purpose are stateful firewalls. However, de-
ploying firewalls in large campus networks, e.g.. at a university. can be challenging.
Hardware appliances that can cope with today’s high data rates at the border of a
campus network are not cost-effective enough for most deployments. Shifting the
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Use Case 2 “~NET

‘A‘ . o—o ¥
~* Access via WIFl and 5G networks P [© P g g
Web Video Web Live Web VR/VR
Content Content Content Lecture Content Content
I
Approach S

Campus Network

MultiPath-TCP deployment in WiFi 5/6 and 5G networks

Internet - BelWu

Investingate and adapt MP-TCP to new wireless technologies

Establish cross-technology control of mobile access by users or Campus Network [l
to content on campus to best utilize wireless technologies and
increase QOE in learning groups. ((AQ)) ((A@))

Provider Infrastructure Local Infrastructure

.,))

=

-

Learning Group
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Use-Case 3: Open-Loop Congestion Control ~NET

Open-Loop Congestion Control

g

Utilizes multiple inputs to determine state ¥
. . . " Mmonitoring
(Combined viewpoints of senders, network, : E
receivers)

@L
Combination of explicit network state Eﬁh \
information over time & space network 4 i
(Consecutive & parallel flows)

Steering of multiple senders based on operrioop
combined knowledge \\E

-> Faster and more efficient E
congestion resolution (and prevention)

Network Control & Open-Loop Congestion Control 8



. - W
Congestion control: 2 flavors ~NET

Daily/Hourly “Good Defaults” . Real-time Online Supervision
-> broad defaults for many (similar) services -> increased control (beyond steering)
-> per-service default optimizations -> per-flow detailed optimization

-

initCwnd:
. Q 40 MSS

max. rate:
4.2 Ghit/s

"good defaults"

rovider

control
<Ny

E increased /.

open-loop key service

controller \

Network Control & Open-Loop Congestion Control 9



Use-Case 4: _bw
Zero Trust Service Function Chaining (ZTSFC) in Campus Networks ~NET

Motivation: Poor security of university services:

= Perimeter-based security.

= Authentication with password only.

= Coarse-grained role-based authorisation (RBAC).

With ZTSFC for Campus Networks we achieve:

= Flexible integration of security components anywhere in the network.

= Multi-factor authentication for all service access.

= Fine-grained authorisation through trust score calculation.



Zero Trust Service Function Chaining (ZTSFC) bw

And how does it work (with HTTPS)?

Policy Enforcement Points (PEP) act as entry
points to the network:

= Each access is authenticated and encrypted.

= Least-Privilege authorisation of user, device
and context

» Trust-based application of security functions
to the packets

= SFC-based packet forwarding

* Forwarding information can be embedded
into the HTTP headers

05.05.20 bwMusterfolie

Client

Internet

y Y

PEP
Service

[

“~NET

Client

Internet

Classifier

Automatically managed :

T .

PEP/

by Reverse Proxy :
session handling :

Enterprise LAN

| Service: [10.5.0.2:443]

GET/HTTPMA
Ac.c;épl-Encoding: [gzip, deflate, br]

CacheControl: [max-age=0]

Extracts the Service IP and then
removes the Service header field
to restore the original request

Ac.c;épl-Encoding: [gzip, deflate, br]

GET/HTTPM.A

CacheControl: [max-age=0]
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Real-Time Flow Processing “~NET

Custom tooling: flowpipeline 4 input
config.yml ¢

. . . gment: input m0d|fy
Receive, modify, export Flow streams as a pub/sub service % ;
Configuration-defined, easily deployed o vae Xy
O single (static) binary, container, part of a SFC e g '

IPFIX, Netflow and sFlow supported, as well as @“eBPF
Different segments available for output, dataset generation,
export, anonymization, or enrichment:

g Prometheus MAXMI N. D % Iggl:kq@ json/ csv
Wi SNMP inf

Available here: https://github.com/bwNetFlow/flowpipeline

17.03.22 Flow Monitoring in bwNET 12


https://github.com/bwNetFlow/flowpipeline

.. bw
Next steps ~NET

Use-Cases

* Finalize demonstrators, roll things out

e Scale them up

* not just resolve issues, also prevent (e.g with reinforcement learning)
* preventive and automated responses to security events

Monitoring
* Improved data correlation and real-time analysis

Overall Project

* Proof solutions at scale

* Knowledge transfer - datacentres
e Conceptual evaluation

e operational deployment



_ bw
~“NET

Any guestions?

philipp.wolter@kit.edu
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Planned Work: Network Control

o

Policy Control

S B
Lx CC_ ]

. C
Coordination

EIREX

Self-service
Portal Monitoring

Security

= L
/\
G
Topology
Mananager

Feedback
Module

Network Control

Prognosis
Module Open Loop
Controller

E(:)

Knowledge Traffic
Base Manager

Network Control & Open-Loop Congestion Control
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Open Loop Controller

* short-term steering
of flows

-> resolve congestion

Traffic Manager

* mid-/long-term traffic
scheduling

* routing changes

* placement of services
 traffic engineering

-> prevent congestion
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