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This article discusses the relationship in the US. between current symbolic 
interactionism and computer sciences-specifically, distributed artificial 
intelligence (DAI). The general thesis is twofold. First, current interactionist 
approaches to organization, science, and technology show a special 
affinity to goals and problems of DAI research, and in research style, 
methods, and theoretical concepts, symbolic interactionism can provide 
useful suggestions in the design of DAl systems. Second, a good way to 
analyze the relationship between computer sciences and symbolic 
interactionism is reflexive of theoretical concepts provided by interactionist 
approaches. In this sense, DAl is a "going concern" which extends across 
various fields and intersecting social worlds connected through a set of 
conceptual "boundary objects. '' It is concluded that the interaction 
between technology and sociological thought must go beyond a mere 
exchange of ideas. What is required is continual, hands-on, trans- 
disciplinary collaboration. 

INTRODUCTION 

The relatively young research domain of distributed artificial intelligence (DAI) and the 
somewhat older discipline of sociology have been sending out feelers to each other for 
some time. Distributed artificial intelligence means modeling and designing distributed 
computer systems to serve the needs of large technical infrastructures with real-world 
applications. This can be seen as a kind of maverick branch of artificial intelligence (AI), 
since it seeks to abandon efforts to reproduce or emulate individual intelligence. Instead, 
DAI-or  more precisely its special branch of multi-agent systems (MAS) research-seeks 
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to combine people and computers in a collective, real-world approach.’ Thus, distributed 
artificial intelligence looks to sociology for ideas that could serve as a basis for better mod- 
els of collective problem-solving. Sociology, the more cautious partner (Rammert 1995, p. 
17), has shown some interest in DAI’s proposed efforts to simulate social phenomena. I 
will discuss the various ways in which sociology may contribute to MAS research as well 
as possible forms of cooperation and exchange between the fields. But before doing so, it 
would be useful to have a brief look at (1) the questions DAI puts to sociology or to an 
everyday understanding of social phenomena, (2) the goals DAI is pursuing, and (3) the 
problems which it is unable to solve within the framework of technical sciences alone. 

In discussing the potential benefits from DAI’s interest in sociology, the question arises 
as to which of the various “schools” of sociology has the most to offer. Sociology, like 
other scientific disciplines, is far from homogeneous. Current symbolic interactionism (SI) 
is the branch of sociology which is especially close to the goals and problems of MAS 
research. Moreover, in the areas of research style, methods, and theoretical concepts, it has 
especially useful suggestions to make toward the designing of MAS. Current SI can pro- 
vide empirically-grounded theoretical concepts that describe social phenomena, and these 
concepts are transferable to MAS. Its systematic approach to empirical research methods 
also offers a model for both the process of designing MAS and for modeling knowledge- 
generation processes. In this article, I will present some interactionist concepts and discuss 
their value for MAS research. DAI and SI have been involved with each other for a long 
time in the U.S. It is not only that interactionist concepts have deeply influenced DAI mod- 
els; a good number of these same concepts have been developed and refined in empirical 
research on different aspects of distributed artificial intelligence in socio-technical envi- 
ronments. 

Thomas Malsch (1997) asks the following questions: Which paths of migration are being 
used in transferring sociological knowledge to DAI? What are their constitutive proper- 
ties? My position is that the paths of continuous cooperation and doing research together on 
projects of mutual interest is especially fruitful. It is not sufficient simply to transfer social 
metaphors to DAI. The more promising approach is to establish ongoing cooperative struc- 
tures (“going concerns” as Hughes [ 197 11 would call them) aligned by and centered around 
shared research questions and tasks, acting as so-called “boundary objects” (Star 1989). 
Establishing and maintaining such “discipline-linking’’ cooperation is essential if DAI and 
sociology are to come closer together. 

In this article, the term “current SI” refers to one recent direction in interactionist 
research and theory, from which numerous empirical studies of organization, science, and 
technology have emerged. (For other current approaches in SI, see Denzin 1992; Ellis and 
Flaherty 1992; and Prus 1996). These studies have built on Strauss’s and Becker’s exten- 
sion of Blumer’s work on processes of identity formation and collective behavior as well as 
on the theoretical framework elaborated by Park and Hughes in their empirical work on 
communities, professionalization, and the division of labor (Fisher and Strauss 1978, 1979; 
Star 1996, p. 298; Striibing 1997). 

A short sketch of some central questions in MAS research is followed by a description of 
the most important conceptual links between SI and MAS. The second section discusses 
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Hughes’s “ecological approach,” while the third section goes into the possible usefulness 
of the negotiated order approach and social worlds theory in the modeling of cooperation 
and mediation in MAS. The fourth section links this whole discussion to the “scientific 
community metaphor,” a common focus in MAS, while the fifth section deals with the 
question of the multi-agent systems’ ability to interact. In order to support my thesis in 
regard to the importance of continual and practical cooperation between sociology and 
DAI, the sixth section analyzes the cooperation between current SI and American DAI 
research. The concluding remarks present some arguments on the relationship between 
current SI and the micro-macro question in sociology. 

GOALS AND PROBLEMS OF RESEARCH IN 
D I STR I B UTE D ART1 F I C I AL I NTE L L I G E N CE 

Research in DAI began in response to the difficulties experienced with traditional A1 mod- 
els in designing problem-solving systems useful in practice (Hayes-Roth 1980). DAI’s 
central thesis is as follows: It is not feasible to model real-world problem-solving processes 
(i.e., the emergence of intelligence [Star 1989, p. 411) as long as A1 research clings to the 
idea of a single “autonomous” and omnipotent machine which develops solutions simply 
by making rational use of all available resources. This is because, in the real social world, 
cognition and intelligence (i.e.. the ability to solve problems) are distributed phenomena 
which can only be addressed by the joint efforts of various actors (be they machines, 
humans, or other living things). When trying to model these indeterminate processes in 
technical systems, concepts like omnipotence, autonomy, or universal rationality are inap- 
plicable. Instead, we should conceive of models in which technical agents, with a limited 
degree of autonomy and some ability to solve problems, work collectively in solving a 
problem.2 

A1 set out to model, predict, and even simulate the actions and thought processes of peo- 
ple within a social context, but it kept as much of this social context as possible outside of 
the models. Systems of knowledge are becoming increasingly embedded within larger net- 
works of humans and machines, where problems are distributed and open-ended (Gasser 
1991, p. 108; Hewitt 1985, 1986). 

Sociologists know that this model-building is not a simple task. The models developed in 
DAI have been quite varied, as have the modeling approaches behind them (Schulz- 
Schaeffer 1993; Muller 1993; Gasser 1992). However, a number of common problems and 
concerns can be distinguished. Three “basic problems” of DAI are listed by Muller (1993, 
p. 11): (1) the “agent-construction problem” (what properties should the entities of a dis- 
tributed system have?); (2) the “society-construction problem” (how should these entities 
or agents interact?); and (3) the “social-application problem” (evidence of real-world prob- 
lem-solving capacity of DAI systems and profiles for useful applications). Looking at it in 
terms of social reality, what we have here are the central areas of investigation in sociol- 
ogy: 

What are actors? 
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How do organizations and societies work? 

What do different types of organizations and societies accomplish? 

For DAI, defining what agents are or should be means distinguishing between (1) cases 
where systems are already in place to which certain features or properties would need to be 
added in order for it to be integrated into problem-solving networks (i.e., adding commu- 
nication protocols) and (2) cases where all agents need to be completely redefined or 
invented. In the latter, the question arises as to what extent single agents need support from 
other agents in order to solve problems. Likewise, it must be determined whether agents are 
capable of solving problems and taking action by themselves or whether they can only do 
so in cooperation with other agents. (For a typology of agents, see Nwana 1996.) These 
questions can only be answered when one takes into consideration the particular organiza- 
tional or social model involved. The answers depend on both the coordination and cooper- 
ation concepts at the agents’ disposal and on the limits of the system as a whole (rules of 
participation, openness or closedness of nets, etc.). 

One can also approach the difficulties in modeling DAI systems from the perspective of 
the problem to be solved, as does Gasser (1992, p. 11): First, the problem must be trans- 
lated into a suitable interactive language or into a mechanism of representation suitable for 
DAI. Second, rules and procedures are designed for decomposing and allocating the prob- 
lem. Simultaneously, the way back from the problem-solving activities of single agents to 
comprehensive solutions which are presentable to the “world outside” needs to be mod- 
eled. In finding solutions to these questions, one is faced with at least two important obsta- 
cles. 

One is the heterogeneity ofagents. If getting the most use out of DAI systems means 
combining the problem-solving capacity of different agents in order to achieve synergetic 
effects, then the participating agents must differ in the ways they approach the problem. 
However, that would mean that there is no such thing as a commonly shared “global per- 
spective” (Gasser 1992, p. 13). Therefore, coordinating the distributed system through a 
central authority does not sound very promising. The other is the openness ofsystems. 
Since one of the most striking advantages of DAI systems is their ability to handle contin- 
gent events in a flexible manner, it follows that agents cannot have at their disposal a com- 
plete set of rules and knowledge ex ante. Thus, it makes sense to design such distributed 
systems as open networks in which learning is possible and agents’ roles are not pre- 
assigned. Instead, the system should allow for flexibility in deciding whether (1) further 
agents should be integrated, (2) if new agents are to be generated, or (3) an agent is to be 
dismissed. All of this, however, makes coping with contingency much more difficult, as 
one can be sure of neither the number and the type of agents involved, nor of their mutual 
perspectives on the problem. 

The result of all this is that the desired emergence of solutions to problems is accompa- 
nied by highly unpredictable system behavior. Hewitt coined the term “unbounded nonde- 
terminism” in order to label this basic property of open systems (Hewitt 1985; see also Star 
1996, p. 304). At any given moment in the process, there is no apriori certainty as to which 
agents are involved, what their aims are, what the consequences are for the system as a 
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whole or, most importantly, which synergetic effects might result from the interaction of 
agents. 

ECOLOGICAL APPROACH AND MULTI-AGENT 
SYSTEMS 

In view of the above goals and problems in MAS research, two questions arise: (1) What 
are SI’s strengths as a sociological source of inspiration, and (2) how does this process of 
inspiration proceed? First, we should bear in mind that DAI and SI have been working 
together for some time. For at least 15 years, important researchers from the American DAI 
community-such as Les Gasser, Carl Hewitt, and Alan Bond-have built extensively on 
the approaches to organization, science, and technology developed by Anselm Strauss and 
his colleagues at the University of California, San Francisco, over several decades, and by 
Elihu Gerson and colleagues from the Tremont Research Institute in San Francisco in the 
early eighties. In 1988, when DAI was beginning to establish itself as a field of research, a 
circle of interactionist and pragmatist sociologists and computer scientists produced a posi- 
tion paper calling for increased institutionalized cooperation between the computer sci- 
ences and the humanitieslsocial sciences (Bendifallah et al. 1988). In keeping with this 
proposal, Susan Leigh Star, a former research associate at the Tremont Institute and a sym- 
bolic interactionist student of Strauss, spent several years teaching and doing research in a 
computer science department, and now is in an information science department. 

One of the most challenging problems in constructing multi-agent-systems is to find 
suitable concepts that can deal with both the internal constraints of software and the various 
qualities of social processes. Carl Hewitt (1985, 1986) stated that, in order to solve real- 
world problems, MAS needs to adequately represent the structures of the real world. Real- 
life problem contexts are characterized by “openness”-that is, the absence of both spatial 
or temporal confinement and of a central decision-maker. Bond and Gasser (1988, p. 8) 
summarize Hewitt’s statement as follows: “Hewitt notes that many real-world distributed 
systems (e.g., office work . . . large distributed data bases . . . ) exhibit characteristics of (1) 
mutual inconsistency in knowledge or belief; (2) bounded influences or ‘arms-length rela- 
tionships’ among components; (3) asynchronous operation; (4) concurrency; and (5) 
decentralized control.” 

Hewitt’s “open systems approach” is very similar to the “ecological approach” devel- 
oped several decades earlier by E. C. Hughes (197 1).3 Hughes’s general idea is that orga- 
nizations and other social institutions must be thought of as “going concerns” which are 
constituted by “groups of people sufficiently committed to something to act in concert over 
time” (Clarke and Gerson 1992, p. 187)4 A going concern represents a set of (often heter- 
ogeneous) ecologies, which vary with the perspectives of the various actors involved. 

The basic idea behind this approach is that social aggregations (groups, organizations, or 
societies as a whole) are based on temporary and permanent interactional contexts. Instead 
of being the “glue” that keeps social institutions together, formal frames are secondary phe- 
nomena maintained and modified by social interaction. Mead (1934, p. 327f) already fol- 
lowed this track when he stated, “That is what makes communication in the significant 
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sense the organizing process in the community. It is not simply a process of transferring 
abstract symbols; it is always a gesture in a social act which calls out in the individual him- 
self the tendency to do the same act that is called out in others.” However, while Mead 
developed this perspective within the context of social philosophy, it was Hughes who 
demonstrated empirically that Mead’s “universes of discourse” are a decisive driving force 
in organizations. 

In doing so, Hughes shifted the argument slightly in another direction. While Mead’s use 
of the term “universes of discourse” fostered the misunderstanding that communication 
instead of social action was the cohesive force, Hughes’s focus was explicitly social inter- 
action and work.’ At about this same time, Shibutani (1955) was working on the concept of 
“reference groups” as perspectives. This approach also denied the dominant role of formal 
membership criteria. In contrast to Hughes, Shibutani (1955, p. 566) stressed “effective 
communication” instead of mutually related action. 

Looking at sociology through the eyes of DAI researchers, a communication-based con- 
cept might seem more promising than a focus on action. Strictly speaking, relations 
between different components of a distributed system must be established via (technical) 
communication. However, it is not the fact of communication which constitutes a social 
relationship, but rather content and the social act of communicating itself. The reference to 
actions occurring elsewhere constitutes the social context, or. in Hughes’s words, a “going 
concern.” These actions can (but need not) refer intentionally to each other. The same 
applies to DAI systems. We can think of the technical components of a distributed system 
as performing actions which might be induced through an interactively constituted going 
concern (e.g., solving a defined problem), but each action might just as well be induced 
through other contexts. In every case, the relevance of a certain activity to a particular 
going concern must be determined in discourse. 

When we consider (1) that technical agents are able to act simultaneously in different 
problem-solving processes and (2) that the effectiveness of multi-agent systems derives 
from the integration of different types of agents, we come up against a problem very famil- 
iar to sociologists: The differences between agents correspond with a multiplicity ofper- 
spectives effective in the process. As with social interaction, in MAS, we cannot expect all 
acting entities to share a common perspective on the process or its goal. However, this mul- 
tiplicity does not necessarily result in conflict. Here, multiplicity means that perspective is 
determined by situation and position. Where you sit is where you stand, as the saying goes. 
Divergent viewpoints may result in different interpretations of a problem, in heterogeneous 
problem-solving strategies, and in divergent methodology. This might sound problematic 
with respect to coordination and cooperation, but it is precisely with the help of this diver- 
gence that DAI researchers expect creative solutions. 

However, a problem arises when we try to prove an analytically accurate representation 
of the structure of variably integrated heterogeneous entities and their interplay. Hughes’s 
ecology of institutions tries to solve the problem through the methodological guideline of 
a triangulation of perspectives: A sociologically satisfactory analysis of a going concern 
requires (1) that data be collected on the relevant ecologies of the participating actors, 
including their alteration over time, and (2) that the manner in which these ecologies relate 
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to each other be made explicit (Hughes 1971, p. 19; Star and Griesemer 1989, p. 389). For 
the social process itself this means, that success depends on the solutions that are found in 
relating the divergent perspectives of the various actors to each other to form a more or less 
coherent problem-solving process. With respect to this process of integration, SI is very 
skeptical about the idea of a central directing agent, at least insofar as it concerns average 
social processes. The more critical DAI researchers share this skepticism (Bond and Gasser 
1988, p. 8; Galliers 1990, p. 36). 

MEDIATION, CONTROL, AND COORDINATION IN 
OPEN SYSTEMS 

Clearly, a hierarchical, mono-focal perspective representing only a particular actor’s view- 
point will not lead to a sound representation of the social process in question. Around the 
next comer, we face the question of how and through whom these heterogeneous perspec- 
tives become practically integrated. No going concern survives without alignment (Strauss 
1985). 

Hewitt’s actor model (1977; see also Agha 1986). widespread among MAS researchers, 
regards every component of a system as a closed unit (i.e., every agent is a black box to other 
agents). Exchange between agents takes place via communication channels. In contrast to 
lines of command and control, every individual agent has to decide which messages to 
respond to and act on. Actions can include sending a new message to certain other agents, 
creating new agents, and integrating them into the problem-solving context. Here, hierarchi- 
cal, command-based structures are not efficient in coordinating the problem-solving context. 
There is no superior authority who (1) knows enough about what is going on in every single 
agent and (2) is able to determine which agent it would make sense to integrate during a cer- 
tain phase of a problem-solving process. 

In seeking adequate concepts for the coordination and control that takes place in open 
systems, MAS research could benefit from cooperating with sociology-as long as these 
concepts are computable (see Gasser 1991).6 The ecological approach offers little more 
than an indication of the role of commitment for an understanding of cooperation in open 
ecologies. However, the empirical studies of Strauss and his associates have gone far 
beyond Hughes’s approach. One aspect of their theoretical framework is the “negotiated 
order approach” (Strauss et al. 1963; Strauss 1978a; Maines and Charlton 1985). Although 
Strauss does not claim that organizations or other social constellations emerge solely from 
processes of negotiation, he does claim that every social order and every organization is 
necessarily based on negotiation and, moreover, that negotiations are essential not only to 
the emergence of organizations but to their maintenance as well (Strauss 1978a, p. 235). A 
remarkable number of MAS researchers have made use of this concept in order to develop 
solutions to the coordination problem (Bond 1991; Davis and Smith 1983; Durfee, Lesser 
and Corkill 1988; Adler et al. 1989; Hewitt 1986; Gasser et al. 1989). 

In real world negotiations, we do not have completely autonomous subjects acting in a 
structureless vacuum. Instead, both the negotiation process itself as well as the negotiating 
parties are part of other social and material contexts. This is the relevance of Becker’s 
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(1960) notion of “side bets.” Social worlds theory also describes processes of negotiation 
as taking place between actors representing different social worlds: “groups with shared 
commitments to certain activities, sharing resources of many kinds to achieve their goals, 
and building shared ideologies about how to get about their business” (Clarke 1991, p. 
131). While each social world produces unique structures of relevance, it is evident that 
negotiating actors represent different perspectives and act in accordance with other frames 
of reference which are not entirely present in the negotiation (Strauss 1978b; Clarke 1991). 
Following Strauss and his associates, the field of action, where negotiations between social 
worlds (or between social subworlds; see Strauss 1984) take place, might have the structure 
of an “arena” where the field covers a widespread set of controversies and representatives 
of different social worlds are involved (Clarke 1991, p. 133). However, there are also 
multi-world negotiations below this meso/macro level of “arenas.” These constitute a 
going concern. 

Thinking of MAS in terms of social worlds and negotiated orders allows us to perceive 
the continuous changes which networks undergo. New agents get involved; others leave 
the “on-going” concern; the amount of knowledge they have is subject to constant change. 
Cooperation among agents from similar structures and contexts (i.e., those who belong to 
the same “technical world”) can be expected to proceed more smoothly. On the other hand, 
their range of perspectives is limited and so is their capacity to produce emergent solutions. 
Heterogeneous teams of agents are exactly the opposite: they are complementary in their 
problem-solving ability, but find it more difficult to achieve commonality for collective 
operations (the problems of translation and alignment). 

Against this background, it becomes clear that Gasser’s definition of organizations as “a 
particular set of settled and unsettled questions about belief and action through which 
agents view other agents” (Gasser et al. 1989, p. 58; see also Bendifallah et al. 1988) is any- 
thing but an expression of subjectivism. Gasser and his colleagues explicitly refer to the 
negotiated order approach and the social worlds theory (i.e., to the social construction of 
actors’ capacity to act). Those who advocate current SI as well as DAI researchers like 
Gasser and Hewitt draw inspiration from the insight that social structures can only be expe- 
rienced in and changed through social interaction. 

With this interpretation of organized problem-solving as negotiation among representa- 
tives of social worlds in arenas of mutual interest, the process itself still remains insuffi- 
ciently determined. How is effective problem-solving achieved? Under what conditions do 
actors in heterogeneous settings cooperate? Both Hewitt (1986) as MAS researcher and 
Gerson and Star (1986) as sociologists call this the problem of “due process.” Thus, Star 
(1989, p. 42) asks, “[Iln combining or collecting evidence from different viewpoints (or 
heterogeneous nodes), how do you decide that sufficient, reliable and fair amounts of evi- 
dence have been collected? Who or what does the reconciling, according to what set of 
rules?’ A kind of test is needed to determine the appropriateness of rules and procedures in 
open decision processes. 

These questions are not only central to MAS research, but are also high on the list of 
sociologists doing research on science and technology (Heintz 1993b; Callon 1994; Clarke 
and Gerson 1992). Many of these scholars have built on the preliminary work of Strauss 
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and his associates (1985; Strauss 1985,1988; Gerson 1983). who showed empirically how 
the organizing of work processes is itself an integral part of the work. Strauss conceived of 
work as a combination of individual tasks that form “arcs of work.” How the tasks are com- 
bined and the way arcs of work are coordinated with “lines of work” (i.e.. the performance 
of a specialized skill or discipline) are questions to be negotiated. In this fashion, Strauss 
identifies the problem of contingency inherent in work processes. He argues that an “arc of 
work” can be planned bit by bit, but it can never be foreseen or planned as a whole. Inevi- 
tably contingent events occur which require an interactive realignment of task performance 
and task sequences. Thus, only in retrospect do we get a complete picture of a work process 
(Strauss 1985, p. 4). When applied to DAI-models, this idea has significant implications: 
Trying to model a completely formalized and pre-determined problem-solving process 
does not seem very promising. Instead, we need to implement something like “process 
intelligence.” 

Recent studies have developed Strauss’s approach much further and made it applicable 
to science and technology. As a result of her empirical studies of the “molecular biological 
bandwagon” in cancer research, Fujimura (1987) suggests that we focus on the transforma- 
tion of a hitherto unsolved problem into a “doable problem.” Doable problems are pro- 
cesses of interaction in which standard operation procedures are established which break 
complex (and seemingly unique) tasks into aligned pieces of routine work. This interac- 
tional process of establishing these procedures is what Strauss termed “articulation work” 
(Strauss 1985, 1988). The important point is that in producing “doability” the respective 
interpretations of the problem at hand are made compatible but not necessarily identical. 
Recent interactionist studies of science and technology have revealed that these interactive 
processes of alignment and structuring are not exclusively determined in communicative 
acts, but are also developed in material practice (see Clarke and Fujimura 1992). It is not 
the inspired idea alone that makes problems “doable,” but rather a chain of mutually inte- 
grated and practical actions. 

This same viewpoint is expressed in Star and Griesemer’s (1989; Star 1989) concept of 
“boundary objects.” They stress that under conditions of heterogeneous and spatially dis- 
tributed cooperation, an important part of the articulation process and interactional align- 
ment is performed via mediating objects. Explicit consent for procedures and goals is not 
required in ordcr to establish a practical going concern. Instead, actors in a field of action 
can align their mutual activities by creating boundary objects (artifacts, ideas, experiences, 
animate or inanimate objects found in nature, etc.). These efforts are successful as long as 
these objects prove both stable enough to provide a common identity across sites and flex- 
ible enough to allow for all parties to apply their particular perspectives to these objects- 
without the object breaking up into a number of incoherent parts (Star and Griesemer 1989, 

Other interactionists have made similar proposals for processes of mediation and align- 
ment in heterogeneous settings (Fujimura 1988; Henderson 1995). Of central importance 
in all of these efforts is the attempt to explore how projects in science and technology SUC- 

ceed despite increasing heterogeneity in actor constellations and the growing complexity in 
cooperative structures. Star writes that the scientists she observed not only lacked informa- 

p. 393). 
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tion on the work style of the other actors, they did not even employ the same methods, ana- 
lytical units, or data models. Moreover, their cooperation was based on divergent goals, 
time frames, and reference groups. Nonetheless, the result was often a successfully distrib- 
uted process of problem-solving and not chaos. Consensus was not required (Star 1989, p. 
46). 

THE SCIENTIFIC COMMUNITY METAPHOR 

While sociology deals with the problem of how to discover and analyze these (“due”) 
processes, MAS research aims to model similar processes. An early MAS model for this 
type of cooperation between distributed technical agents was the “scientific community 
metaphor” introduced by Hewitt and Kornfeld (1988; Hewitt 1977). This model, inspired 
by both the Kuhnian philosophy of science and some interactionist ideas, suggests that 
we view distributed systems as social communities of experts dealing with a research 
question of common interest. However, some authors (e.g., Schulz-Schaeffer 1993) con- 
clude that through the use of this metaphor, the “benevolent assumption” (as cited in Gal- 
liers 1990; v on Martial 1990) found its way into MAS discussions. This is the 
assumption that all participating actors share “goodwill” in approaching a common goal. 
As explained above, the “benevolent assumption” is not state-of-the-art in MAS 
research.’ Nevertheless, there are good reasons to think about the scientific community 
metaphor and its relation to MAS. Obviously, the idea that scientific communities might 
have something in common with shared goodwill-as posed by some critics-is based 
more on an obsolete common-sense image of scientific communities than on its meaning 
in terms of the philosophy of science during the last three decades. Currently, another 
feature of scientific communities has come to the fore. Gasser describes it as the interplay 
of local construction (of theories, solutions, or techniques) and the communicating of 
these constructions among problem solvers and scientists located in other local contexts 
who test, reshape, or generally question proposed models and designs (Gasser 1992, p. 
14). Gasser leaves homogeneity and like-mindedness completely out of the picture. In 
relation to technical systems, this means thinking of nodes in networks as being able to 
propose (parts of) solutions, which do not automatically become valid, but which are 
subject to further tests, changes, and supplements by other competent nodes. Further- 
more, the problem-solving process should be documented and published within the net to 
allow for a re-accessing of archived solutions. The whole module is structured as a 
dynamic network, similar to, for instance, e-mail discussion groups on the internet. Thus, 
choosing the scientific community metaphor as a basic analogy by no means denies that 
there is asynchronous communication, an imbalance of power, practices of non-disclo- 
sure, or large differences in the availability of resources. Speaking in terms of SI, the 
homogeneous group of like-minded experts-as addressed in what I termed an obsolete 
common-sense understanding of scientific communities-has turned into an arena of het- 
erogeneous actors belonging to different social worlds. It is precisely from this perspec- 
tive that it makes sense to think about the analogy of scientific communities and MAS.* 
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MACHINES AND INTERACTION-A 
CONTRADICTION? 

Substantiating the affinity of SI and MAS must go beyond simply listing analogies 
between concepts used in the two fields. We need to discuss the possible or actual applica- 
tion of basic theoretical SI notions in the domain of MAS. As the name suggests, SI is 
based on a specific view of interaction which determines who the actors are: individual 
actors and, even more so, institutions which have always been socially constructed. The 
individuals exist as intelligent problem-solving beings through their participation in pro- 
cesses of communication and interaction. All action takes place within the context of inter- 
action. Mead’s (1934) concept of symbolic interaction referred to human behavior, and it 
should be noted that the idea of “significance” was meant to distinguish humans from ani- 
mals. It was not meant as a criterion for distinguishing between human and technical agents 
or in building sociologically inspired models of technical communication9 In attempting 
the latter, we have to face the following questions: Are technical agents able to produce 
significant gestures which do not lead those they address to a determined response but 
rather to an interpretation of its meaning? And could such a gesture-producing agent rec- 
ognize in the resulting behavior of other agents a result of its gesture (i.e.. would they be 
able to experience)? Finally, will it be advantageous for MAS research to operate within 
symbolic interactionist models of action? 

To begin with, it should be noted that MAS research already does operate with these 
models. For instance, among the essential properties of actor models, Bond and Gasser 
(1988, p. 8) list “control structures as patterns rather than as sequential choices among 
alternatives.” The model of an exchange of messages substitutes for signal-action-signal 
structures most commonly used in technical artifacts. Reflexivity is the new element. In the 
following stimulus-response-based communication, “A to B: case X happened, start action 
XI / B to A: XI started, result: status Y,” it is determined a priori what B is to do if case X 
happens. However, in a reflexive message-exchange model, we would design the commu- 
nication process in such a way that incoming messages are interpreted by actors in light of 
their respective goals or structures of relevance. Furthermore, decisions on how to proceed 
would be made by the receiving actor. This makes sense only if the sending agent recog- 
nizes the other’s action as a response to the initial message. That is, the initial message 
acquires significance. The sum of these registered responses would give each actor an 
internal representation of the reactions to expect in response to significant messages. Thus, 
we can think of this as an attitude of expectation, which at the same time implies the pos- 
sibility of disappointment andor of novelty. 

In MAS research, the concept of agents as partly autonomous and partly able to solve 
problems could be represented in an analogous way. Every single agent would need the 
interpretative reactions of the other agents to understand the meaning of their own actions. 
The recent claim by some interactionists that technical artifacts are capable of action, far 
from being eccentric, turns out to be both obvious and productive (Clarke and Gerson 
1992).” One might still object that processes of human identity formation on the one hand 
and the manipulation of bits and bytes on the other cannot play in the same league (i.e., that 
they differ ontologically). Looking at things pragmatically, however, the question is mis- 
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guided.” Since the pragmatist’s view is less concerned with ontological metaphysics than 
with practical consequences of action, interactionists are interested in the question of 
whether regarding machine systems as networks of acting agents makes a significant differ- 
ence and, if so, what the difference might be. Moreover, in recent SI, the more far-reaching 
thesis denies the appropriateness of analyzing technical artifacts-be they single machines 
or DAI systems-separate from their social context of development and usage.12 What a 
technical artifact is, what it achieves, and what practical consequences it produces can only 
be decided in light of its social context (Star 1989). 

Behind all this we find Thomas and Thomas’s famous definition of the situation, which 
was possibly the first instance where sociology benefited from pragmatism. They state, “If 
men define situations as real, they are real in their consequences” (Thomas and Thomas 
1928, p. 572).” In any given situation, there is no a priori difference between human and 
non-human actors, as long as they themselves do not experience and define such a differ- 
ence. This refers not simply to the output of a situation-whether, for example, a machine 
reacts the same way as a human being in a certain situation; what is also involved is Mead’s 
idea of self-significance. In specifying self-significance as constitutive of the identity of 
actors, Mead was not speaking in ontological terms, but was referring to layers of experi- 
ence without which further acting is impossible. 

A second approach to the question of machines’ capacity to act can be observed in recent 
SI studies. In general sociology as well as SI, it is widely accepted and does not require 
much effort to construct collective actors and to attribute to them the ability to act (Strauss 
1993, p. 23). However, SI often aims to decompose (not to reduce!) collective actors into 
their components and to deconstruct organizational processes into their single interactions. 
(This is, for instance, the meaning of the negotiated order approach.) Thus, from the per- 
spective of SI, it is not very difficult to accept the idea of non-human actors: In fact, behind 
every MAS, as with any light bulb, we find human labor. But, as Star (1991) and Star and 
Strauss (1997) put it, this is “invisible work“ which is part of the artifact as such and comes 
into play again when it is used. At the same time, for users worlung with these artifacts, 
there is no access to the full social and political dimensions of the context within which the 
artifacts have been designed and produced. They are black boxes. 

INTERACTIONAL ALIGNMENT VS. MIGRATION OF 
METAPHORS: ON THE MODE OF COOPERATION 

BETWEEN DAI AND CURRENT SI IN THE U.S. 

Thomas Malsch (1997, p. 16) proposes that we regard the interaction going on between 
sociology and DAI as a “migration of metaphors.” He means that the type of transfer taking 
place cannot be described as mere translation. Rather, “technological innovation can come 
about when concepts are removed from their original frame of reference, i.e., human soci- 
ety, and are transferred as social metaphors, via several intermediary steps, first to com- 
puter science concepts and formulae and then, finally, to technical artifacts” (Malsch 1997. 
p. 16). A direct analogy between society and artifact would not be tenable because, in DAI 
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research itself, there is an inherent “tension between social reference and computer refer- 
ence.” 

I am especially interested in these intermediary steps. My thesis is that an important part 
of the American MAS community, which Malsch rates as world leading (1997, p. 15), can 
be characterized as a well organized going concern, which is successfully mediating 
between SI and MAS by establishing a number of boundary objects. It is not simply that 
sociological concepts have been transferred to computer sciences via these boundary 
objects. Shared ideas, models, and practices relevant in both domains have aIso developed 
jointly. The crucial point is that, in order to correctly understand the route from a social 
metaphor to a technical artifact modeled on this metaphor, we must include these organi- 
zational structures in the analysis, or, more precisely, those processes of distributed orga- 
nizing and problem-solving which made it possible to link metaphor and artifact. 

It is important to note that the various authors of the “white paper” on DAI research 
(Bendifallah et al. 1988) regularly cooperate with each other in several other contexts 
beyond the field of DAI. That is, interactionist sociologists in the field of science and tech- 
nology studies (STS) do not provide input into DAI research on only a sporadic basis as, 
for instance, contributors to DAI conferences or DAI books. Instead, there is a continual 
process of interaction in joint research, publications and conferences, the exchange of 
manuscripts, and so f01-th.l~ What is the reason for this mutual involvement? How have 
these connections across the borders of not only disciplines but cultures (as Snow 1993 put 
it) been established? How has the arena of interactionist STS research and DAI been main- 
tained and stabilized? In my view, there are two factors relevant in answering these ques- 
tions: first, a shared interest in a set of research questions which are equally relevant to both 
domains (though with different connotations), and second, a common philosophical 
ground in pragmatism and a concomitant approach in research. 

Shared Research Questions 

What drives computer scientists in the domain of MAS, such as Hewitt or Gasser, and 
interactionist sociologists, like Gerson and Star, are what they call “due process” (i.e., pro- 
cesses of decision-making and problem-solving in heterogeneous settings, where there is 
no predetermining logic of decision and no universal criteria of relevance). This area of 
inquiry is as relevant to research in the history of science (Star and Griesemer 1989) as it is 
to the development of MAS models. Star (1989, p. 37) expresses this link in her definition: 
“Due process means incorporating different viewpoints for decision-making in a fair and 
flexible manner. It is the analog of the frame problem in artificial intelligence.” However, 
the ways MAS and sociology look at this problem differ considerably. While sociology 
came across due processes in attempting to examine and explain modem societies, MAS is 
interested in due process as part of its effort to construct suitable models. 

Similarly, the problem of open networks can be understood as a common focus of both 
domains. Coinciding with MAS’S emancipation from traditional AI’s methodological indi- 
vidualism, and with the development of multi-agent-networks, recent SI research has been 
focusing less on situated interaction processes. Instead, it has integrated overarching struc- 
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tural conditions with the practices of local actors in an effort to establish a network view of 
these processes (see Bowker and Star 1996; Star and Ruhleder 1996). 

Another shared concern between MAS research and SI is the rejection of determinism 
and functionalism in scientific analysis. Thus, Gasser (1991) criticizes deductive logic as 
an inadequate basis for scientific reasoning; Hewitt (1985) denounces the closed-world of 
traditional A1 as insufficient for real-world applications; and Star (1996, p. 303) challenges 
functionalism by stressing a “concept of undetermined conditions.” They all point in the 
same direction, and, moreover, they gain some mutual reinforcement. Here (e.g., in Star 
1996, p. 304), we can see that arguments and concepts are heading in both directions and 
that MAS findings support interactionist research as much as the reverse. 

A good example of the primacy of practical cooperation over a mere exchange of ideas 
can be seen in Star’s proposal for a suitable evaluation procedure for MAS. She claims that 
MAS programs have always been socio-technical. They emerge from a process of social 
practice, and they develop in a social context of use. Development and use are inseparable 
because what is reified in the development of systems becomes social once again when 
they are used. In the process, the original intent of the artifact is modified.” Consequently, 
assessing the quality of a socio-technical system cannot be limited to the technical artifact 
itself, nor can these evaluations be conducted ex post. As Star stated, as long as we refer 
only to the artifact, we end up with the same shortcomings we found in the Turing test.16 
This test, which was developed by computer scientist Alan Turing more as a theoretical 
model than as a practical evaluation procedure, was criticized by Star for postulating a 
closed test universe, in which the test is performed by individuals instead of communities, 
and where computers are regarded as universal machines limited only by storage capacity 
and processor speed (Star 1989, p. 39). Star quotes Hewitt when pointing out that no 
enlargement of technical capacity can overcome the problem of operation in open systems. 

Thus, in order to adequately validate the quality of MAS (i.e., to determine whether 
problem-solving capacity has emerged) she proposes a “Durkheim test.” This test would 
take into account the fact that in distributed open systems it is feasible neither to test the 
whole system nor to find out about the intelligence of a system by testing only one of its 
components. Star suggests that in dealing with the problem of evaluation under conditions 
of emerging contingency, we should evaluate the complete process of a participatory sys- 
tem’s development. In this way, the question of emerging intelligence would become a 
question of social visibility (Star 1989, p. 41). That is, both the interactive process of 
designing the system and the social meaning the system acquires through being used would 
be included. Her proposal basically draws on Hughes’s methodological statement that we 
cannot adequately analyze an institution or an organizational setting without access to data 
revealing the inner processes and the multitude of perspectives relevant in that going con- 
cern (Hughes 1971, p. 19). 

Common Research Style 

Like other interactionist researchers in the fields of technology, science, work, and orga- 
nization, Star has built on the research style of “grounded theory.”” Denying the validity 



Bridging the Gap 455 

of much traditional social research, grounded theory specifies practical usability of results 
(especially for the field in question) as the central measuring rod for good research (Corbin 
and Strauss 1990, p. 422). Thus, grounded theory points the way to ethnographic field work 
designs, which both triangulate data from different perspectives and re-address the results 
to the people acting in the field. This would imply a type of action research, which aims at 
both learning about as well as changing social reality (exactly what Star proposes with the 
Durkheim test). 

It is interesting to see the parallel in one basic position shared by grounded theory and 
MAS: “There is no central arbiter of truth,” as Kornfeld and Hewitt noted (1988, p. 3 12)- 
simultaneously addressing MAS-models and scientific communities. This same initial con- 
sideration, which leads to decentralized decision-making models in MAS research, causes 
grounded theory to question the appropriateness of traditional quality standards in empiri- 
cal research. The absence of a universal rationality or a general criterion for truth requires 
us to re-contextualize every decision-making process. 

We can see other parallels if we direct our attention to the value both MAS research and 
adherents of grounded theory attach to common-sense knowledge. For instance, Kornfeld 
and Hewitt (1988, p. 3 14) make the following observation: “An important source of pro- 
posals are very general methods coming from common-sense knowledge.” In this form of 
knowledge, they see a source of inspiration in its own right for MAS-designs, supplemen- 
tary to making sociological metaphors usable for DAI. In grounded theory, the same atti- 
tude is expressed, for example, in the suggestion that we make use of “in-vivo codes” (i.e., 
that we express what is to be analyzed in the language of the fields being studied [Glaser 
1978. p. 70; Strauss 1987, p. 33]).’* 

The most obvious explanation for the similarities in research style between MAS and SI 
can be found in their common philosophical background of American pragmatism. Recent 
SI explicitly draws on these intellectual roots and can be traced back to Mead, Dewey, and 
Peirce. In American MAS research, the references to pragmatism are more implicit, but 
still evident, as in Gasser’s (1991, p. 134) criticism of deductive logic as a basis for MAS 
processes: “[Tlhere are several problems with using deductive logic as a foundation for 
problem solving in open systems . . . since any deductive theory depends upon precursors 
such as .  . . a model,. . . it doesn’t seem unreasonable to say that when multiple viewpoints 
are at stake, logic may fail.” This is reminiscent of Peirce’s remarks in justifying abduction. 

To summarize. we can explain how the research cooperation between DAI and current SI 
works by employing the analytical framework which has been developed in recent interac- 
tionist studies. In the process, the research context becomes the empirical case in which we 
can study the emergence of practical problem-solving in heterogeneous arenas of cross- 
disciplinary research. However, one should note that, to date, MAS and the related parts of 
SI have not converged to form a new hybrid scientific discipline. Or, to rephrase it in terms 
of social worlds theory, the two intersecting social worlds of SI and MAS have not formed 
a new social world such as “interactionist-MAS re~earch”.’~ The actors continue to operate 
within the frame of reference of their respective disciplines. Quoting Malsch (1997). we 
might term this “computer reference” and “social reference.” The research questions of 
common interest presented above represent an important link between the two intersecting 
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social worlds. While their meaning in computer sciences differs significantly from their 
meaning to sociologists (e.g., being relevant from a constructive perspective in one case, 
and from an analytical perspective in the other), they nonetheless focus attention in the 
same direction. Thus, we can regard them as “boundary objects” in the sense in which Star 
coined this term. More precisely, they represent the specific type of boundary object which 
Star and Griesemer (1989, p. 410) termed an “ideal type”: “It is abstracted from all 
domains, and may be fairly vague. However, it is adaptable to a local site precisely because 
it is fairly vague; it serves as a means of communicating and cooperating symbolically-a 
‘good enough’ road map for all parties.” I would call this type of collaboration trans-disci- 
plinary in order to distinguish it from the common picture of interdisciplinary as a mixture 
of disciplines.*’ 

SUMMARY AND DISCUSSION 

The conceptual and organizational links between MAS research and SI have developed 
mostly in the U.S. and within a small community of researchers from both social and com- 
puter sciences. One cannot overlook the fact that in other countries, with their own scien- 
tific cultures, MAS research has found inspiration elsewhere and has focused on other 
aspects of MAS. Without going into detail, we can see that in European MAS research 
norm-oriented approaches, rational-choice theory, and systems theory have found more 
resonance in approaching the society-construction problem. However, looking at the 
importance of the results the connection between American DAI and SI has produced, this 
going concern can be seen as an exceedingly successful example of cooperation between 
sociology and technological sciences. 

Concerning the question raised by Malsch, about the mode of migration of metaphors 
from the social sciences to DAI, the case discussed in this paper reveals that the notion of 
a “migration of metaphors” itself is questionable. As pointed out above, the contribution of 
SI to MAS research cannot be reduced to a couple of ideas transferred from one domain to 
the other. Instead, it is the mutual creation and maintenance of organizational structures in 
which common problems become solvable through two different branches of science pool- 
ing their resources-with both sides benefiting from the different disciplinary perspectives 
of the other. It is my belief that this enables us to understand the influence of SI on Amer- 
ican MAS research. The seemingly parallel development of concepts in both social worlds 
turns out to be the result of successful trans-disciplinary collaboration based on both a 
shared pragmatist attitude in research style and research questions addressed by both disci- 
plines, albeit from their own perspectives. 

In discussing the cooperation between DAI and sociology, some authors stress the 
importance of the micro-macro issue (Malsch 1997; Florian 1998; Rammert 1998). When 
it comes to SI, however, some of these authors (e.g., Florian 1998) tend to “throw the baby 
out with the bathwater,” by suggesting that SI generally ignores structural aspects of soci- 
ety and that it has no concepts to deal with the micro-macro link. According to these 
authors, the specific problem of DAI is to cope with open networks consisting of not only 
heterogeneous but a priori unknown agents-rather than merely modeling systems like 
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closed groups of predetermined agents. Although this description of DAI’s concerns is cor- 
rect, we can still ask why an interactionist perspective should not be the appropriate way to 
approach these concerns. This criticism fails to realize the remarkable development current 
SI has undergone. Current SI, as described in this article, has undergone exactly the devel- 
opment which Joas (1988) claimed to be the way out of the “theoretical isolation” of earlier 
interactionist approaches. The small group of face-to-face actors has become an arena 
where representatives of different social worlds meet in order to deal with structural condi- 
tions through processes of negotiation (which at the same time reproduces and modifies 
these structural frameworks). The closed shop of the micro-social arrangement dissolves 
into an open, problem-oriented network, a going concern, consisting of all actors-even 
across sites-who prove to be sufficiently committed to the related problem. The appar- 
ently minor importance of the micro-macro link in current SI is mainly due to the fact that 
the latter avoids these less productive dichotomies right from the beginning (see Clarke and 
Gerson 1992, p. 180; Strauss 1993, p. 45 passim). The harsh confrontation of action and 
structure is replaced by a perspective which reveals the making of both in one dialectical 
process (see Gerson 1976, p. 7960. 

The conceptual analogies observed in DAI and SI should not obscure the fact that all 
attempts to model socio-technical networks by drawing on sociological concepts have left 
important questions unanswered. As stressed by Rammert (1998), it is far from clear as to 
whether the models most suitable in conceptualizing social phenomena are equally appro- 
priate in solving DAI problems. Thus, it would be shortsighted to regard the cooperation 
between DAI and sociology as simply a matter of translating social theory to machine sys- 
tems. Rather, in computer science as in sociology, a shared concern and attitude is required 
toward both designing distributed socio-technical systems to be socially and technically 
appropriate, and to come to a suitable sociological analysis of these new phenomena. In 
this respect, the going concern of current SI and American DAI research provides us with 
an interesting example which in its contents and in its methods shows how to solve the 
practical and the analytical task in a consistent manner. 

Acknowledgments: Helpful comments on earlier drafts of this paper were provided 
by Norman Denzin, Carl Hewitt, Werner Rammert, and Leigh Star. James Murphy and 
Leigh Star made it “readable” to an American audience. I am grateful to these colleagues. 
However, the remaining mistakes are mine. 

NOTES 

1. While “DAI” signifies the whole field of distributed computing, those researchers who focus on 
systems of partly autonomous, interacting agents in real-world settings are represented by the 
label “multi-agent systems” (MAS). Henceforth, 1 will concentrate on the latter. 

2. “Agents” can be thought of as the technical counterpart of what we call “actors” in social real- 
ity. An agent is a component in a distributed software system which is able to take action largely 
independent from other parts of the system. It is important to note that agents are not completely 
pre-determined by system designers. Designing MAS does not consist of programming a com- 
plete set of agents; instead, it means to build a general system in which agents can evolve, act, 
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3. 

4. 

5 .  

6. 

7. 

8. 

9. 

and change their properties. Nonetheless, in the end, all agents are a remote result of human pro- 
gramming work. 
Some basic aspects of this concept originate in the mid-thirties; in 1957, it was fully developed 
(Hughes 1971, p. 52). 
Current SI would not mind counting even technical or other non-human actors among the com- 
mitted entities (see Star 1995, p. 15; Clarke 1995; Clark and Gerson 1992, p. 198; Bowker and 
Star 1996; Timmermans, this volume). 
By reading Mead more carefully, however, it is obvious that he meant social practice. In The 
Philosophy ofthe Act, he stresses that “language is ultimately a form of behavior and it calls for 
the rationally organized society within which it can properly function” (1938, p. 5 18). In other 
words, speaking is social action and language is a medium for organizing society (see also 
Clarke 1990, p. 17). 
Gasser’s point is that there are quite a number of sociological concepts which are potentially 
valuable for MAS, but, as he demonstrates with Becker’s (1960) commitment/side bets con- 
cept, these approaches often involve structures which current information science is not yet able 
to translate into program structures. 
And it was never intended by Komfeld and Hewitt’s use of the scientific community metaphor. 
Indeed, they stress the importance of concurrency and negotiation on mutual control over 
resources in scientific communities. In addition, they further state that ascribed properties like 
pluralism, commutaticity, or parallelism “are only incompletely achieved in practice” (1988, p. 
3 12). 
In answering the obvious question of why he did not choose another, more general problem- 
solving process as his metaphor, Hewitt, in his first article on the scientific community meta- 
phor, notes that the latter is especially useful because scientific communities are highly formal- 
ized and standardized which allows for an easier transfer into technical contexts (Hewitt 1977, 
p. 350). 
SI draws on Mead’s social psychology, a conceptual system which-like Dewey’s ([I8961 
1965) reflex-arc critique-aimed to overcome behaviorist stimulus-response concepts of 
action. However, we should avoid a common misunderstanding: Mead’s social psychology is 
not identical with SI, nor has it been completely integrated into traditional interactionist 
thought. It did, however, play an important role in the history of SI theory as it developed at the 
University of Chicago. In his programmatic work on a theoretical and methodological perspec- 
tive for SI, Blurner (1969) explicitly built on Mead’s concept of symbolically mediated action. 
However, his work was still a specific interpretation of certain parts of Mead’s writings. If 
Blumer’s perspective overemphasizes verbal face-to-face interaction and neglects larger struc- 
tural conditions of society (to summarize standard criticisms of SI), then this is predominantly 
due to Blumer’s historical situation. Writing in the 50s and ~ O S ,  Blumer aimed to establish a 
pragmatic antithesis to the reigning functionalist type of sociology in which people were 
described as nothing but executing agents of a dominating system of rules, norms, and other 
structures. In light of this confrontation with a deterministic type of sociology, it was no sur- 
prise that, in the first decades of SI. many researchers aimed to re-establish research on face-to- 
face interaction. 

10. That is why these interactionists reacted with interest and cooperation rather than disapproval 
when Callon and Law (1982; Callon 1985) and Latour (1987) posed their thesis of a “symmet- 
rical anthropology”-very different from Collins’s harsh and dismissive reaction. Instead, 
interactionists and advocates of actor-network theory established a productive discourse result- 
ing in some degree of approximation of both viewpoints (Star and Griesemer 1989; Fujimura 
1992, 1991; Callon 1994; Bowker and Star 1996). 

1 1 .  In the author’s country, choosing a pragmatist perspective is not self-evident. 
12. Speaking of differences between single machines and systems or networks of distributed artifi- 

cial intelligence does not mean that we must regard DAI systems as consisting of spatially sep- 
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arated components. Instead, Davis and Smith (1983, p. 67) distinguish between spatial and 
functional distribution (i.e.. even a physically integrated machine could logically consist of a 
countless crowd of agents-like those well known “wizzards” or “assistants” in application 
programs). 

13. W.I. Thomas made similar statements in 1917; see Stone and Faberman 1970, p. 54ff. 
14. The latter is easily observed by comparing the acknowledgments in articles and books by these 

researchers. 
15. It is not only the dichotomy of social and technical but also the distinction between develop 

ment and use which is challenged by interactionist thought (Bendifallah et al. 1988, p. 2). 
16. In 1950, Alan Turing proposed a test setting in which an interrogator tries to find out which of 

the two other hidden actors (A and B) is male and which is female. A was meant to be replaced 
by a computer in order to find out if computers are able to think. The problem of this behavior- 
istic test setting is that-far from being realistic-it works only within the entirely closed world 
of a game and its definite rules. For a profound discussion of this test and its epistemological 
consequences, see Heintz 1993a. p. 261. 

17. I call this a research style because the approach Glaser and Strauss presented in 1967, and the 
refinements they have offered since its introduction, is not a strict methodology or merely a set 
of methods but a complete attitude toward empirical research, and it integrates organizational 
aspects of the research process (Glaser and Strauss 1967; Glaser 1978; Strauss 1987). 

18. In light of recent results from STS studies, the heavy criticisms of common-sense knowledge as, 
for instance, a “nai’ve picture of the social” (which some sociologists state) becomes question- 
able. In my view, it is more appropriate to think of a continuum of enacted knowledge gradually 
differentiated by its suitability for being formalized. 

19. For intersection and segmentation see Strauss (1978b, p. 122 and 1984). Intersection processes in 
the computing world are widespread; Kling and Gerson (1978) already discussed this phenome- 
non some 20 years ago. Currently, besides the DAI-SI link, there are other trans-disciplinary 
cases of cooperation to mention: for example, between ethnomethodology and computer sciences 
in the field of computer-supported cooperative work (CSCW; Suchman 1995) or between SI and 
computer sciences in the design of large scale systems (Star and Ruhleder 1996). 

20. A good example for the divergence of perspective on mutually interesting concepts is provided 
by Gasser’s (1991, p. 113) assessment of commitment and similar interactionist concepts as 
“conceptually fruitful, though not presently computational.” 
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