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Abstract

Determinantal point processes (DPPs) are an
important concept in random matrix theory
and combinatorics, and increasingly in ma-
chine learning. Samples from these processes
exhibit a form of self-avoidance, so they are
also helpful in guiding algorithms that ex-
plore to reduce uncertainty, such as in active
learning, Bayesian optimization, reinforce-
ment learning, and marginalization in graph-
ical models. The best-known algorithms for
sampling from DPPs exactly require signif-
icant computational expense, which can be
unwelcome in machine learning applications
when the cost of sampling is relatively low
and capturing the precise repulsive nature of
the DPP may not be critical. We suggest
an inexpensive approximate strategy for sam-
pling a fixed number of points (as would typi-
cally be desired in a machine learning setting)
from a so-called k-DPP based on iterative in-
verse transform sampling. We prove that our
algorithm satisfies a (1 — 1/e) approximation
guarantee relative to exact sampling from the
k-DPP, and provide an efficient implementa-
tion for many common kernels used in ma-
chine learning, including the Gaussian and
Matérn class. Finally, we compare the em-
pirical runtime of our method to exact and
Markov-Chain-Monte-Carlo (MCMC) sam-
plers and investigate the approximation qual-
ity in a Bayesian Quadrature (BQ) setting.

1 INTRODUCTION

Determinantal point processes (DPPs), introduced by
Macchi (1975), are point processes whose joint inten-
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sity is proportional to the determinant of a positive
definite kernel Gram matrix. Intuitively, this intro-
duces a dependence between points in samples from
such processes that gives them a repulsive property—
points drawn from DPPs cover a space more regularly
than uniform random samples; see Figure 1 (left vs.
middle).
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Figure 1: 100 random points on the interval [0, 1]?
sampled uniformly at random (left), sampled from a
k-DPP with square-exponential kernel with a length-
scale of 0.1 (middle), and sampled from its greedy ap-
proximation that is the subject of this paper (right).

DPPs initially arose in the study of fermionic gases
in physics and have since found application in other
areas, such as random matrix theory (Mehta, 1991).
A review of their statistical properties is provided by
Soshnikov (2000). Meanwhile, DPPs have also re-
ceived attention in machine learning and statistics. A
reason for the growing interest in them is that they
provide an elegant theoretical view on the notion of ex-
ploration that is of relevance across machine learning.
In areas like active and reinforcement learning, as well
as in numerical tasks like marginalization in graphi-
cal models, the basic challenge is that the algorithm
should in some sense “probe” an input domain in a
maximally informative way. The repulsive property of
DPPs can help automatically guide such a procedure.

As we will review below, DPPs have a direct con-
nection to the entropy of Gaussian process models,
which closely ties them to many basic probabilistic
algorithms in machine learning, e.g. in Bayesian op-
timization (Garnett, 2023; Nava et al., 2022; Kathuria
et al., 2016; Wang et al., 2017), Bayesian quadrature
(Bardenet and Hardy, 2016), kernel quadrature (Bel-
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hadji et al., 2019) and Monte Carlo integration (Gau-
tier et al., 2019a). DPPs have been used as diversity-
inducing priors (e.g., Kulesza and Taskar, 2012) and
found applications in several other areas, such as rec-
ommender systems (Wilhelm et al., 2018), clustering
(Kang, 2013), neural network compression (Mariet and
Sra, 2015), batch stochastic gradient descent (Zhang
et al., 2017) or learning diverse generative models
(Elfeki et al., 2019). In these applications, the num-
ber of points desired k is usually fixed by the users
in advance, whereas in a DPP, this size is a random
variable. To this end, we may consider a so-called k-
DPP, which is a DPP conditioned to have fixed size.
In machine learning, the process of sampling from a
k-DPP is often used a subroutine rather than the end
goal in itself. Therefore, it can then be desirable to
trade-off accuracy in the sampling process for speed.
This is the motivation for our contributions here.

After reviewing the definition of a k-DPP in §2, we
start by characterizing the k-DPP as a point processes
maximizing a natural score function. This score func-
tion consists of two components: One that ensures that
the elements of a single point set sampled from the pro-
cess are expected to be diverse. And another one that
rewards a high entropy of the point processes itself and
thereby ensures that multiple point sets sampled from
the process are expected to be diverse themselves.

We then introduce the greedy strategy for approximate
maximization of this score function. Our motivation
to choose a greedy approach for the approximation is
due to its success in the analogous non-stochastic set-
ting. It is common practice in tasks that involve the
(non-stochastic) exploration of a function or a domain,
e.g. by maximizing information gain (Srinivas et al.,
2009; Hennig and Schuler, 2012; Ma et al., 2018) or
entropy (Sharma et al., 2015). Hence, we suspect it
to be useful for our stochastic sampling setting, too.
We continue with a theoretical analysis of the approx-
imation quality, where we use tools from submodular
optimization to show that the point process defined by
our greedy sampling procedure achieves a near-optimal
value of the introduced score function.

While a large amount of computational costs is saved
by sampling greedily, the implementation costs of a
single greedy decision can still be significant over large
domains or continuous domains. However, we will
show that the kernels typically encountered in machine
learning are amenable to an efficient implementation.
In §4, we present an analytic sampling scheme, by way
of example on the popular square-exponential kernel,
which we generalize to other common kernels, includ-
ing the Matérn class. We conclude with an empiri-
cal study of the approximation quality in an applied
setting in §5 and a runtime comparison to exact and

MCMC sampling algorithms in §6.

2 DPPs

Let £: Xx X —R be a symmetric positive semi-definite
kernel over some compact Euclidean space X. Given
two sets A := [ay,...,a7],B:= [by,...,bs] C X, the
symbol Lag € R’*/ is a matrix containing the ele-
ments [Lagli; = ¢(a;,b;). For our purposes, a k-DPP
is a stochastic process, such that a sample of cardi-
nality k, X := [21,...,25] C X from the process has
joint probability proportional to the determinant of
the corresponding Gram matrix Lxx:

pr-ppp(X=X) = Z det Lxx. (1)

Here, Z is a normalization constant, the existance of
which can be shown via a general argument (Hough
et al., 2006; Kulesza and Taskar, 2011). More pre-
cise definitions of DPPs and k-DPPs can be found in
Soshnikov (2000); Hough et al. (2009); Bardenet and
Hardy (2016), and Kulesza and Taskar (2011). They
require a discussion of base measures and other prop-
erties of point processes, which unnecessarily compli-
cate the exposition in our context. Kulesza and Taskar
(2012) also provide a relatively complete introduction
to discrete DPPs, where X is restricted to be a dis-
crete space. In this work, we consider a finite dis-
cretization of a continuous space. In order to simplify
exposition, we assume that X is a unit cube [0,1]P
discretized into an equally spaced grid of size N. For
a more general box constraint Z4 € [ag,bq] for each
d=1,...,D, one can apply the linear transformations
g = @a=aa)/(by—ay).

3 GREEDY APPROXIMATION

We begin by outlining a connection between the k-
DPP and the softargmax of the Gaussian differential
entropy in §3.1. This relation serves as the motiva-
tion behind our choice of the score function. Then, we
greedily maximize this score function, resulting in our
greedy approximation of the k-DPP in §3.2. Finally
we examine the theoretical properties of the approxi-
mation in §3.3.

3.1 Motivation

Consider an algorithm aiming to learn the function
f: X—R by choosing k evaluation points (“designs”)
X1.k, using a Gaussian process prior p(f) = GP(u, )
with arbitrary mean function p: X —-R and kernel
function ¢ as above. The slicing notation X;.; de-
notes the elements selected in steps i,...,j (for j < 1,
Xi; = @). We allow for a stochastic and sequen-
tial policy 7, defined over a product probability space
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(X, X" m):

k
(X1 =X1k) = H (X =24 X1 =1, oy 1))

i=1
(2)

In many cases, the evaluation order does not matter,
that is, one is only interested in the distribution over
unordered sets of points X € X ={X C X||X|=k}. Ev-
ery sequential policy 7 induces a random variable X
over the discrete probability space (X, 2%, p,), where
pr is obtained by summing over all permutations
perm(X) of the elements in a set X:

Pr(X=X) =) 7(Xy=X). (3)
X’€perm(X)

Aiming to collect informative observations, assume the
algorithm may randomly place evaluations Xj.; such
that the differential entropy

haia(fx,..) = 3 log(2em)” det Lx,,, x,., (4)

of the corresponding multivariate Gaussian fx,, ~
N(px,.,,Lx,..X,..) has a high value. To simplify no-
tation, we drop constants and use

h(X1.x) = logdet Lx, . x,., (5)

in the following. To be more precise, we require sam-
ples to be draws from the softargmaz of h:

pg(xl,...,mN):Zexp(ﬂ'h(XlzN)), (6)

where 8 > 0 is a constant. A policy = for sampling
from pg maximizes the following score function

m = argmax fEx~p M(X) + H(px), (7)

where H(pr) := — Y xcx Px(X) log pr (X) is the Shan-
non entropy and Ex., h(X) is the expected value of
the objective value h of the sampled subsets. To see
this, consider the Kullback—Leibler divergence between

pr and pg

Dxr(pxllps) = —H(px) — BEx~p, h(X) +log Z;

Z =" exp Bh(X),

XeXx

and note that 7 achieves the minimium Dk, (p- | pg) =
0 per definition of optimality. For g =1, one obtains
the k-DPP associated with ¢. This form reveals that a
k-DPP is a smooth approximation to the argmax of the
differential entropy in the sense that for §— oo, one re-
covers the exact argmax (and the mode of the k-DPP).
The expression Hg(m) := [Ex~p,h(X) + H(pyr) can

be interpreted as a softmaz corresponding to the sof-
targmaz. Intuitively, this score function rewards high
diversity within samples, as well as high diversity be-
tween samples. For active learning, the resulting sam-
ples are useful, for example, in so far as the resulting
empirical estimator E[f] for expectations of f (even
if f is not a true sample from GP(u,f), or even an
element of the RKHS associated with ¢) converges at
a rate dominating that of the Monte Carlo estimator
as shown in Bardenet and Hardy (2016).

3.2 Method

Finding the exact argmax (8 — oo) of the entropy h
is known to be NP-hard, but a greedy approximation
typically shows good practical performance and is also
theoretically well understood (Sharma et al., 2015).
The greedy approach to finding the set of points Xj.x
with the highest entropy h consists in iteratively se-
lecting the next point z; by maximizing the marginal
gain Ah<$|X1;i,1) = h(Xl:ifl U{w})—h(Xl;ifl) in each
step, i.e.

x; = argmax Ap (x| Xq,-1) . (8)

By taking the Schur complement of Lx, ; x,.,, one ob-
tains

det(LXI:th:i) = dEt(LXI:i—lyxlzi—l)

—1
’ det(inxi - inxl:i—lLxlzi_lxlzi_lLXI:i—lxi)7

and thereby the marginal gain simplifies to

Ah(1‘|X1:i—1) =

10g(sz - LIX1:i71L}_(11:i,1X1,i,1LXl;ifl"L’) : (9)

The term inside the logarithm will be known to readers
experienced with Gaussian processes as the posterior
variance of a Gaussian process regression model con-
ditioned on function values at X;.;_1. We will refer to
it as v;(x) and in preparation for the derivations in §4,
we introduce the shorthand L; := Lx,,_, x,,,_, and
re-formulate the posterior variance more explicitly as

E(x,xa)é(m,xb)[L&)l]ab. (10)

In analogy to greedy optimization, we define the
greedy approximation to the k-DPP by sampling it-
eratively from the softargmax of the marginal gain
Ap(x]Xqi-1):

exp Ap (| X1:i-1)

Wgreedy(x |X1:7L71) = X Vl(l') (11)
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Zx,.;_, denotes the normalizing constant, that de-
pends on the previously selected points Xj.;_1. Al-
ternatively, one can view the greedy approximation
to sampling from a k-DPP as the greedy approxima-
tion to the optimum of the score function H(w) :=
Ex,.o~n(X1:) + H () since

7Tgrccdy($|>(1:i—l)
= argmax E;(yx,, ;) [Ah(x |X1n-,1)]

(x| X1:i—1

+HX; | Xyio1=Xpi-1)  (12)

is equivalent to Eq. (11) by the same argument based
on the Kullback—Leibler divergence as in the previous
section. Here, H(X; | Xj.;—1 = Xj.;—1) denotes the
conditional Shannon entropy.

3.3 Approximation Guarantees

In this section we derive the approximation guarantee
for the greedy optimization of the above score function
H. It is based on a classic result from combinatorial
optimization giving a (1—1/e)-approximation ratio be-
tween greedy and optimal maximization of monotone
submodular set functions (Nemhauser et al., 1978).
We extend this guarantee to a stochastic setting and
show that it holds for our greedy k-DPP sampling al-
gorithm. For technical reasons, we introduce a free pa-
rameter o during this analysis that we will later fix to
a convenient value, leaving us with an approximation
ratio that depends on k and the spectral properties of
the kernel of the k-DPP.

The function h(X) = log det Lxx has two helpful char-
acteristics, as pointed out by Krause et al. (2008) and
Sharma et al. (2015). It is submodular, i.e. VX; C X,
and i ¢ Xa, ]’L(X1U{Z})—h(X1) > h(XgU{Z}) —]’L(Xg). If
additionally, the smallest eigenvalue A, (L) > 1, the
function A is also monotone, i.e. VXq,Xs with X; C
X9 C X, h(X1) < h(X2). In combination, monotonic-
ity and submodularity bound the future change in the
objective value h in subsequent steps by the previous
change. Nemhauser et al. (1978) used this property to
give an upper bound on the optimal objective value
h(O) based on (1 — 1/e)~! times the objective value
h(G) found with the greedy algorithm:

Theorem (Nemhauser et al. (1978)) Given a
monotone submodular function h, let G be the solution

found with the greedy algorithm as defined in Eq. (8)
and O be the optimal solution. It holds:

(1-1/e)h(0) < h(G).
In our case, where we treat the k-DPP as the soft-

argmaximum of h, we derive an analogous statement
in terms of the softmaximum instead of the maximum:

Theorem 1 Let h be a submodular set function with
h@) =0 and Ap(xz | X) > (1/k)logk! for all X C X,
z € X\ X. Assume X is finite. It holds

(1 - 1/€)H(p7ropt) < H(p‘ffgmdy) ’

with H(py) = Exp, [M(X)]+H(pr) and mop: being an
optimal policy.

A full proof is included in Appendix 4. The idea is to
first prove the desired results for the sequential, order-
dependent policies, i.e. (1—1/e)H (Topt) < H(Tgreedy)-
This can be done by following the series of arguments
in Nemhauser et al. (1978) with a replacement of sets
by (ordered) set-valued random variables and addi-
tional care of the Shannon entropy terms. Then, we
transfer the result to the final distribution over un-
ordered sets by exploiting that the order-dependent
bound holds for all order-dependent optimal policies,
including the (“worst case”) one with uniform distri-
bution over all permutations.

In order for the latter step to work out, we introduce
the additional requirement Ap(z | X) > (1/k)logk!
for all X C X, ¢ € X\ X regarding the slope of
h. However, note that altering the slope of h can
be done easily by scaling the kernel function with a
constant value. To make this dependence explicit, we
use ho(X) = logdet aLixx instead of h for the follow-
ing analysis. In optimization, as well as in the sam-
pling case, the greedy strategy is invariant with re-
spect to this change because the scale a cancels out
when sampling proportionally to the posterior vari-
ance. The distribution of samples from a random-sized
DPP, though, changes in general. In particular, in-
creasing « increases the expected cardinality of the
samples. But for k-DPPs, the scaling again does not
matter. For them, we can therefore give the following
approximation guarantee:

Corollary 1 Running the algorithm
Tgreedy( | X1:-1) o Vi(x) as introduced in Sec-
tion 4 for k iterations on a finite grid is a (1 —1/e)
approximation to the exact distribution px.ppp of the
corresponding k-DPP, in the sense of

(1—1/e)Ha(pk-prP) < Ha(Pryreea, )

with Ho(p) = Ex~plha(X)] + H(p), ha(X) =
logdet(aLxx) and o > k!l/k/)\mm, where Apmin 1 the
smallest eigenvalue of the Kernel Gram matrix over
the grid.

This result follows directly from Theorem 1. For de-
tails, see Appendix 4. By plugging in o = k!'/* /X,
rearranging the terms and additionally applying Strin-
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gling’s approximation for k!, the above inequality reads

(1 —1/e)H1(pr-pPP) — Hi(Pryrocay)
< (1/e)klog(a)
< (1/e)(klog(k) — k + O(logk) + k - log A1)

min

This form reveals that the tightness of the bound in-
creases for a larger smallest eigenvalue )\I;iln and a
smaller number of points k. In the case of a DPP with
random k, larger eigenvalues lead to a higher expected
number of sampled points. Therefore, one possible in-
tuition for this result is that in settings in which the
sample space volume is not “very tightly filled” (i.e.,
if k£ is much less than the expected number of sam-
pled points under the DPP), the problem of placing
k self-avoiding points might become “easier” and the
greedy approximation can be very close to the exact
algorithm. The subtle differences between greedy and
exact only matter if the volume is very “packed” (note
that this does not imply that exact and approximate
methods are similar to iid. samples in such “loose”
cases. They still self-avoid).

A quantity closely related to the differential entropy h
is the information gain. Since it is also known to be
submodular and monotone, a (1 —1/e)-approximation
guarantee for greedy sampling from the softargmax of
the information gain holds as well. Please refer to
Appendix 4 for the corresponding statement. It is re-
stricted to order-dependent sampling and requires a
slight modification of the sampling scheme presented
in §4 to take the noise term o2 into account. The mod-
ification does not impede the efficiency of the method
and for o — 0, it corresponds to the algorithm intro-
duced above.

Besides the (1 — 1/e) approximation guarantees on
monotone submodular set functions, it is also known
that the greedy approach is optimal on matroidal
structures, and Lyons (2003) pointed out the close
relationship between matroids and orthogonal projec-
tion DPPs. This special kind of DPPs is charater-
ized by all eigenvalues of the correlation kernel matrix
K = L(I + L)~! being zero or one. The cardinality of
the samples is then deterministic. For orthogonal pro-
jection DPPs, following the greedy approach and sam-
pling iteratively from the posterior variance is known
to result in the exact distribution (Hough et al., 2006).

As a final remark, note that the above statements
claim nothing about the similarity of the distributions
itself (e.g. in the sense of a total variation distance
of the probability masses). Instead, they state that
the two sampling distributions achieve a similar per-
formance in the task of generating diverse sets — as
quantified by the two entropy terms. While the latter
is typically what one cares about in practical applica-

tions of DPP sampling, the former can be interesting
future work to gain more theoretical insight into the
elegant nature of DPPs.

4 EFFICIENT IMPLEMENTATION

From a computational perspective, sampling propor-
tionally to the posterior variance v;(z) in Eq. (11)
poses two challenges. First, for general kernels ¢, there
is usually no analytic cumulative density function for
them which is required to efficiently sample the next
point. However, this problem is much less severe in
machine learning, because our community enjoys free-
dom in the design of models and can thus choose ker-
nels with convenient analytic properties. Choosing
such a kernel and exploiting these properties directly
yields an efficient approximation for the generation of
samples from k-DPPs, even in high-dimensional do-
mains.

Second, even if the kernel is analytically convenient,
the calculation of the posterior variance v;(x) in-
volves the matrix inverse of L(;. Given the inverse
of L;_1) from the preceding step in the iterative sam-
pling scheme, this inverse can be computed with com-
plexity (’)((2 — 1)2), using the matrix inversion lemma.
Even so, the cost of drawing a sample of cardinality &k
remains cubic in k. This issue is directly connected
to inference in Gaussian process regression models,
and many approximations have been proposed over the
past decade. Furthermore, in use cases like Bayesian
optimization and quadrature, the number &k of func-
tion evaluations is often low, and a decomposition of
the Gram matrix is computed anyway. In such cases,
the cubic cost can be unproblematic, and scaling to
larger domains (high N and D) may be more impor-
tant.

We provide an efficient implementation of the greedy
principle for k-DPP sampling if the kernel ¢ is ana-
lytically integrable. To ease intuition, the derivations
will be by way of example, using the popular square-
exponential kernel /g : RP x RP — R over the real vec-
tor space

D 2
Isg(Tq,Tp) = exp (—; Z (x“;;b)d> . (13)

d=1

To simplify things even further, we initially consider
the univariate problem, D = 1, then generalize to arbi-
trary dimensionality. The resulting algorithm draws a
k-sized sample at cost O(Dk>log(N)). A general form
of the algorithm is summarized in Algorithm 1 in Ap-
pendix 2. There, we also provide a more detailed run-
time analysis and describe how to extend the scheme
to other popular kernels, like the Matérn class.
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Figure 2: Sketch illustrating analytic sampling from a
k-DPP in one dimension, using the square-exponential
kernel (Eq.13). Left: Posterior variance v;(x) after the
4th iteration (¢ = 5). Right: Inverse transform sam-
pling from v;(z), by computing the cumulative density
V; (black line), drawing a scaled uniform random sam-
ple v and finding the point z; such that V;(z5) = u,
by interval bisection.

4.1 Sampling in One Dimension

We may draw samples using the classic form of com-
puting a non-normalized cumulative density

Vi(z) = /O ") di, (14)

and transforming standard uniform random variables
U~ U[O,Vi(l)], produced by a pseudo-random num-
ber generator, into exact samples from v; (cf. Figure 2),
by setting

z =V (u) = {z|Vi(z) = u}. (15)

3

For the univariate square-exponential exponential ker-

nel Eq.(13), (10) can be re-written, using standard
properties of the Gaussian function, as
i—1 (:I,’ m )2
— Map
vi(z)=1-— Z exp (/\2a>
a,b=1

Tg — X 2 1
" €Xp <(4)\2b)> [L(i)]ab~ (16)

=My, ab

where mgyp, = 1/2(x, + 23), and we have defined a ma-
trix M(;) € REDX(=1 The variables m, M, L~! pro-
vide the statistics of the sample needed to draw the
subsequent point. After x; has been drawn, these three
variables can be updated in O(k‘2)—we use the matrix
inversion lemma to update L(l 1y the other two vari-
ables can be updated in O(k). The cumulative density
is then

Vi(a)= x—Q i {erf (W’) +erf(m/\“b)}

a,b=1

Mg © L@)l]ab - (A7)

Here, ® is the Hadamard (element-wise) product, and
we have used erf(z) = —erf(—z). Given a uniform

random draw wu, all that is left to do is to find x such
that V;(z) = u. A straightforward, numerically ro-
bust, albeit not particularly elegant way to do so is by
interval bisection, which takes % log(IN) steps of costs
O(k?). A more elegant search strategy could be con-
structed using grid refinement methods similar to the
popular Ziggurat algorithm of Marsaglia and Tsang
(2000).

4.2 Multivariate Samples

For square-exponential exponential kernel k-DPPs in
dimension D > 1, v;(x) retains much of its structure.
Equation (16) simply turns into (defining the elements
of a new matrix M € RC=D*(=1) analogous to M in

Eq. (16)):
i—1 D (LU o mab)d
Vi(z) =1-— exp | — Z 2

a,b=1 d=1 d
D

oo (52t o

P )2 (@

d=1 d
=:Mi),ab

The additional challenge in this multivariate case is to
construct a parametrization of the cumulative density
V;. This step, too, can be performed in an iterative
fashion, drawing one coordinate of the sample point x;
after another (cf. Figure 3). Given that the first d — 1
elements of x; are given by x; 1.q—1, the cumulative
density associated with the d-th dimension is given by
the sum rule:

x1d|zzld 1

Zi,d
/ / / mzld 17xld7xld+1D)ded

H di, ;. (19)

d=d+1

For the square-exponential exponential kernel, this
works out to

Vi(zig = 2| 2i1:0-1) =

xag_il{e}(p< ; mab >[M<>®L()}
. (erf (W) ot ([m;51d> ) !
f (o) (52

j=d+1
(20)
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Figure 3: Drawing approximate k-DPP samples in two
dimensions. Bottom left: Contour plot of the multi-
variate probability density v;(xz) with (i = 5); pre-
ceding four samples as black points. Right: The first
coordinate of the fifth sample is drawn first, from the
marginal density along this dimension. Top: The sec-
ond coordinate is then drawn by computing a cumu-
lative density conditioned on the value of the first co-
ordinate.

5 EXPERIMENTS

We conduct an empirical analysis of the approxima-
tion quality in an applied setting. If greedily sampled
locations cover the domain almost as well as the ex-
actly sampled ones, one would expect to learn a similar
amount of information about a function (modeled with
a Gaussian Process) evaluated at these locations. This
should lead to little performance decrease in follow-up
tasks, such as the integration of that function. To in-
vestigate this, we perform Bayesian Quadrature (BQ)
of several benchmark functions with evaluation loca-
tions sampled from exact and approximate k-DPPs,
as well as uniformly chosen locations. For the BQ
we rely on the vanilla version from emukit ! (Paleyes
et al., 2023). As integrands we use the benchmark
functions from The Virtual Library of Simulation
Experiments 2 (Surjanovic and Bingham). We use a
square-exponential kernel with a default lengthscale of
0.2 for all methods and benchmarks. All functions are
integraded over the domain X = [0,1] x [0,1]. Eval-
uation locations are sampled from a regular 50 x 50
grid. For more details on the methods and hyperpa-

https://emukit.github.io/bayesian-quadrature/
2https://www.sfu.ca/~ssurjano/integration.html

rameters, see Appendix 5. The code for all experi-
ments in this paper is available at https://github.
com/JuliaGrosse/GreedykDPPSampling.

Figure 4 shows the mean error between the true value
F = [ ox f(x)dz and the value F' estimated with BQ
for three of them. Figure 1 in Appendix 5 contains
the results for all twelve benchmark functions. On the
benchmarks, where there was a significant advantage
of the DPP over the uniform distribution, the greedy
version performed equally well to the DPP. This indi-
cates that sampling from the exact k-DPP might not
be very crucial in an application like this, as long as
some repulsiveness is still present.

Continuous integrand family Roos Arnold function

0.8
< greedy
0.08 “+ exact
0.6 =+« uniform
R 0.06
|
0.4
<
é 0.04 -
=
) 0.2 H
0.02 1 2800
T T T T T T
2 10 20 2 10 20

Zhou function

Morokoff Caflisch function 1

Figure 4: Results from BQ with evaluation locations
sampled from an exact k-DPP, the greedy approxima-
tion and uniformly sampled locations. The plots show
the mean error over 100 samples and 95% confidence
intervals for the mean error as shaded areas.

6 RELATED WORK

The maximum entropy formulation we use as starting
point for our derivations is prominent in reinforcement
learning. For an introduction to Mazimum Entropy
Reinforcement Learning see e.g. (Levine, 2018). These
methods are used to learn a policy 7 that satisfies the
objective in equation 7 for an arbitrary function h.
Our method differs from this line of work in that we
do not learn 7, but instead give an analytic approx-
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imation for 7w from scratch for the specific choice of
h(X) being the Gaussian entropy itself (equation 5).

Regarding the theoretical analysis, the work from Djo-
longa et al. (2018) is closest to ours. They also prove
a (1 — 1/e) guarantee of a greedy algorithm on a log
partition function. Instead of monotonicity and sub-
modularity, they assume that A is a sum of M?-concave
functions. In addition, their greedy algorithm is a vari-
ational approximation and not analytically derived as
in our case. The paper by Hough et al. (2006, Prop. 19)
contains a special case of our greedy algorithm for
orthogonal projection DPPs (where it is exact). A
greedy approximation for maximum a posteriori infer-
ence in DPPs is suggested in Chen et al. (2018).

Chen et al. (2022) sample proportionally to the poste-
rior variance of a GP — without the inverse transform
sampling — in the context of quadrature and low-rank
matrix approximations. They provide bounds on the
expected trace E[tr(A—Ay)], where Ay is the sampled
low-rank approximation of the matrix A. Epperly and
Moreno (2023) further analysed the greedy sampling
scheme — specifically for quadrature — and bound the
approximation error on the integrand itself. Similarly,
Huszér and Duvenaud (2012) and Adachi et al. (2022)
studied the convergence properties of the method in
the quadrature setting. However, our analysis in terms
of the entropies draws a novel connection to k-DPPs,
providing a theoretical justification for why it can be
seen as an approximation of them.

Due to the large amount of recent literature on DPPs
in general, we restrict the remainder of this section to
an overview of exact and approximate sampling from
k-DPPs only. Originally, exact samplers for generic
k-DPPs were based on eigendecompositions of the en-
tire N x N Kernel Gram matrix and thereby required
O(N3) time (Kulesza and Taskar, 2011). Derezinski
et al. (2019) introduced DPP-VFX, an intermediate
sampling method for k-DPPs. They first sample in-
termediate points from the marginal distributions of a
random-sized DPP, and then repeatedly sample from
a DPP restricted to the intermediate points until a set
of size k is sampled. The algorithm has time complex-
ity in O(N - k0 4 k'5). The linear costs in N can
be reduced to less than linear costs by another inter-
mediate sampler named a-DPP (Calandriello et al.,
2020), that does not require the computation of all
marginals and additionally uses a more efficient reduc-
tion method from the DPP to the k-DPP. The result-
ing complexity is reported to be in O((BN-kS+k°)VE),
making a-DPP to the best of our knowledge the cur-
rently fastest exact sampler for k-DPPs. The con-
stant 8 < 1 depends on the effective dimension deg
of the matrix L, the sample size k, as well as the
largest entry 2 in L and can be specified further to

B < min{k?k?/deg(L), 1}.

Regarding approximate sampling, MCMC methods
are popular. Anari et al. (2016) introduced one that
runs in O(poly(k)nlog(n/e)). Here, € is a small
constant determining the approximation quality of
the MCMC samples. The approximation guaran-
tees for MCMC only hold after the mixing time of
O(n-poly(k)). Transitions steps in the Markov Chain
take time polynomial in k. Rezaei and Gharan (2019)
developed a k-DPP sampler for continuous domains.
As such its runtime does not depend on N, however, it
involves rejection sampling from the conditionals of the
k-DPP, which can become expensive in k. If k < e o
for some constant 0 < ¢ < 1, one can show that the
time complexity is in O(Dlog(1/e))-k°1/¢). Based on
the asymptotic runtimes, the greedy algorithm in this
paper compares favorably if exactness is not absolutely
crucial and the domain is large or high-dimensional.

6.1 Runtime Comparison

We compare the runtime of the greedy algorithm with
those of several state-of-the-art exact and approximate
samplers (Derezinski et al., 2019; Calandriello et al.,
2020; Anari et al., 2016) described above (Figure 6.1).
For the baselines, we use the Python implementations
available in DPPy? (Gautier et al., 2019b) with default
parameters. We draw 100 samples with & = 10 and
k = 100 points from a k-DPP with square-exponential
kernel with lengthscale 0.01, respectively 0.001, on the
interval [0,1]. We run all methods for discretization
size N € {102,10%,10%,5 - 10%,6 - 10%,7 - 10%,10°}.
Runs taking longer then 100 seconds for £ = 10 or
360 seconds for kK = 100 were stopped, i.e. they do
not appear in the figure. For k = 10, the experiment
was repeated 5 times and for £ = 100, 3 times. Ad-
ditional results from a repetition of the experiment
on [0,1] with lower discretization sizes are included
in Appendix 5.The results agree with those from the
asymptotic runtime analyses.

3https://github.com/guilgautier/DPPy
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Figure 5: Runtime comparison of the greedy algorithm
with state-of-the-art baselines. Discussion in text.

7 CONCLUSION

We introduced a greedy approximation for sampling
from k-DPPs theoretically grounded in an analogy
to greedy optimization of the Gaussian differntial en-
tropy. We showed that approximation guarantees for
greedy optimization of the entropy have a resembling
interpretation in the sampling setting and tested the
approximation in a BQ application, where we found
the approximation error to be empirically negligible.
We provided an efficient implementation for continu-
ous domains — logarithmic in the size of the discretiza-
tion N — for common kernels like the Matérn class.
The algorithm described herein thus offers itself as a
low-level routine for all applications that require such
diverse points sets as part of a surrounding experimen-
tal design loop.
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Supplementary Materials

The appendix contains a description of how the algorithm introduced in the main text for the square exponential
kernel can be extended to other analytically integrable kernels in Section [1} a description of the greedy sampling
algorithm in pseudocode in Section [2] a runtime analysis in Section [3| the proofs of the theoretical results for
Section 4 of the main paper in [d and the additional experimental details in Section

1 OTHER ANALYTICAL KERNELS

While the Gaussian kernel is the most widely used kernel in machine learning, it has some shortcomings, primarily
that it makes very strong smoothness assumptions that can lead to instability in interpolation models. But with
some algebraic elbow grease, the scheme of Eq. 19 can be extended to many other popular kernels, assuming

they factorize,
D

I(a,b) = [ ] aa, ba), (1)

d

and the indefinite integrals
/l(a, a)da and /l(a, b)l(a,c)da (2)

are analytically solvable. For example, the above results are applicable to the Matérn class of kernels (Stein|
1999)) (including the exponential kernel, which induces the Ornstein—Uhlenbeck process), noting that, assuming
w.lo.g g <a<b<uz,

x
| exp (-l = ah exp (~la ~ b)) do =
z
—a—>b ) 0 b 6aer
5 (e** —e*™) + (b—a)e +T

(62901 o 62b) , (3)

and using results such as (see e.g., |Gradshteyn and Ryzhik, [2007), §2.322)

1
/xe” dz = e (2 - a2> ) (4)

2 2 2
/x2eaxdx:€ﬂx(a_a2+a:3),... (5)

2 PSEUDOCODE
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Algorithm .1 Greedy sampling from approximate DPPs with analytic kernels, on [0, 1]7.

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23

procedure DRAWFROMDPP(I, D, k)
/ initialize statistics of sample as empty
X+ me—S, M2, L o
fori=1,...,k do /| draw samples iteratively
T;— / initialize current sample point
/| draw dimensions iteratively
ford=1,...,D do
J/ construct function for Eq. (20)
V «VCONSTRUCT(m, M, L~1)
/| draw scaled unit random number
u<+V(1)-RAND(+)
I+0,1] // initialize search interval
while |I| > ¢ do /| bisection search
we1/2(Ig + Ih) // interval midpoint
I if (V(p) <u)
then [u, I1] else [Iy, y] // bisect
end while
X —[T4, p / store sampled element
end for

/| update sample statistics (rank-1)

(X,m, M, L% «~ADD(z; | X,m, M, L™')
end for
end procedure

3

RUNTIME

Let k be the number of points to select, D the dimensionality, N the size of the discretization (regular grid).
Then the runtime of the greedy sampling algorithm is O (k3 log N):

e The Gaussian posterior is updated once in each of the k iterations in O(k?) by using the matrix-inversion-

lemma (see eg. the textbook on GPs by Rasmussen & Williams, A.3)

In one iteration, along each of the D dimensions, a bisection search on a grid with discretization size N(1/P)
is performed. This gives O(D - log(N(/P))) = O(log(N)) steps in total for the bisection search. For k
iterations these are O(k - log(N)) steps.

Each step of the bisection search requires the calculation of Eq. (20). This expression contains a double sum
over the previously observed points. There are at most k of them, so there are at most O(k?) summands.
Each summand consists of D factors and thereby costs O(D). This results in O(Dk?) per step of the
bisection search, O(Dk?log(N)) cost per iteration and O(Dk?log(N)) in total.

PROOFS

For (conditional) entropies and the expected values, we introduce the following notation:



For Sl:i ~ T,

H(S1:) = — Y 7(Sii)logm(Si)

S1.,EEF®
H(Si|51:i—1 = 51:1'—1) = - Z W(Si\slzz‘—ﬂ10g7T(Si|51:z‘—1)

S,eE
H(SilS1:i-1) = = Y w(Sh)log w(Si|Srii1)
S1EE?
Es,..[h(51:)] = > w(Sri)h(Sh)
S1..€Ek
ESilsl:i—lzsl:z‘—l[h(slii)] = Z 7T(Si‘Sl:ifl)h(slzi)
S;€E

H(S:4) = Es,.,[h(S1:4)] + H(S14)

In general, H(S1.;) # H(px) and thereby H(S1.;) # H(ps). The chain rule for the entropy is

For reference, the two statements regarding submodularity and monotonicity:

Proposition 1. |Krause et al| (2008) Given any symmetric, positive semi-definite matriz L € RN*N  the function
h(X) =logdet Lx x is submodular, i.e.

Proposition 2. [Sharma et al.| (2015) Given any symmetric L € RN*N with the smallest eigenvalue Apin (L) > 1,
the function h(X) =logdet Lxx is monotone, i.e.

VXl,XQ with X1 g X2 g X,h(Xl) S h(Xg)

Lemma 1. Consider two independent random variables Gi.p ~ Tgreedy and O1. ~ w for an arbitrary policy
w. In each iteration i = 0,...,k — 1, we have

H(Ou4) < Eq,, [h(Gu)] Tk [Ea h(Crin)] — gy [1(Gri)] + H(Gror| Gr)
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Proof.

(01 k)
1:k)

definition of H
= Eo... [M(O1k

h is monotone

)] +
Eol:kG11|: OlkUGlz:|+H Olk

k
telescopzlng sum EOI:kGM [h(Glz) + Z h(Glzi U 01:]) G1 . U0, - 1 +H 01 k
j=1

h is submodular

k
Eo,..c1. |:h(G1:i) + Z hG1;UOj) — h<G1:i>:| +H(O1.)

E

. k
entropy chain rule
S Eo..Gi [h(Gl:i)+Z (GleO Glz :|+Z/H 0 |Olj 1
j=1

j=1

cond. can only decrease entro 7
< v Ec,, {h Gi.i) +ZE0 (Gr:i UOy) — h(Gri)] + H(O;)
sumlgarize EGl:i |:h(G11) —|— Z on [h(Gll U O]) - I'L(Glz)] + H(OJ)
G,0 ind k 1
e Ec,., |:h(G1:i) + Z Eo, [n(G1.i U Oj) — h(G1)] + H(O;|G1: = G1.4)
=1 :
k B}

greedyness
< |:h(G1:i) + Z Eq, . [MG1i UGit1) — M(G1i)] + H(Gip1|Grii = Gia)
j=1 |
sumparte B [H(G 0]+ By MGai)] — Ea (G + HGialGo)

Lemma 2. Consider two independent random variables Gi.;, ~ Tgreedy and Ov. ~ ™ for an arbitrary policy
w. We have

(1 — 1/€)H(01;k) S H(Glzk)
Proof. By rearranging the terms from Lemma 1

H(O14) < Ea, | [h(Gu)} Tk [EG ((Grign)] — Eay, [1(Ga)] + H(GMGL»} ,

we get

1

H(O1) ~ By 1G] < (1 1 ) (010 ~ Eay (G101 + H(GualGr)

By induction over i, we have

H(0u) €6, 0@ = (1- 1) [0 ~Eam@ol] + (1 1) Heau



Because Eg, ,[h(G1.0)] = 0:

H(O14) — Ea,. [h(Ga)] < (1 - ;) {H(Olzk)} + i(l _ ;)ilH(GﬂGl;il)

Because (1 — 1/k) < 1 and the entropy chain rule:

101 ~Ea, @1l < (1 1) [H010)] + @)

Setting ¢ = k and using the known inequality 1 — z < e™7:

H(O1) — Ecy, [1(Gi)] < (1/6) [H(ol:w} H(G)

Rearranging terms and using the definition of H, we get the desired result:

(1—-1/e)H(O1:4) < H(G1:1)

Lemma 3. The optimal policy is not uniquely determined due to sampling ordered sequences instead of unordered
sets. Let mop be the optimal policy, that samples all sequences corresponding to the same set equally often:

1
VS € XVS1. € perm(S) : Topt(S1:1) = Topt (S1:6) = Ep,ropt(S)

For Oy, ~ Topt, we have:

(1) Eo,..[MO1:)] = Eonp,,,, [M(O)]

(2) H(Olk) = H(pﬂ'opt) + 10g k!

For the greedy policy Gi.r ~ Tgreedy, there is:
(9) By [h(Gr)) = Eonp, ., [H(G)]

(4) H(G1:k) < H(Pryreeay) +10g k!

Proof. (3) h is a set function, i.e. the order does not matter for h and thereby also does not matter for
expectations of h.

(2)
H(Olzk)
definition of # — > Topt(S1k) 10g Topr (S1ek)
S1.kEEF

definition of m,p¢ 1 1

= ! - Z Hpﬂ-opt (S) 10g Hpﬂ-opt (S)
Sl;kGEk

|perm(S)|=k! 1
perm =3 e (8108 217 (9)

Se& ’

summarize

= H(Prope) + log k!
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(3) his a set function, i.e. the order does not matter for h and thereby also does not matter for expectations
of h.C

(4) Consider a joint sample Sy, ~ Tgreedy and S ~ Prgrecays Since S is fully determined by Si.x:
H(S1:x) = H(S1:k,S) = H(S1:£[S) + H(S)

H(S1.x|S) is maximized by a uniform order over all permutations, i.e. H(S1.x|S) < log k!

Theorem 1. Let h be a submodular set function with h(@) = 0 and Ap(z|X) > (1/k)logk! for all X C X,
x € X\ X. Assume X is finite. It holds

(1 =1/e)H(pr,,.) < H(Pryreea, )
with H(px) = Exnp, [RM(X)] + H(px) and mop being the optimal policy.
Proof. Define a new set function m(S) := h(S) + I(S) with I(S) = —% log k!. Due to the properties of h and
I being a modular function, we still have monotony and submodularity for m as well as m(&) = 0 such that

Lemma 3 applies to m, too. The greedy policy 7greeqy and the optimal sampling policy with uniform order 7oy,
as defined in Lemma 3 the same for m and h. Using Lemma 2 and Lemma 3, we obtain the result:

H(pﬂgmedy)

definition of H
= EGNp,rgTeedy [h(G)] + H(pﬂ'gre.edy)
definition of m
i Ecp, ., M(G)] + H(pr,,..0,) + log
Lemma 3
> Ecu.[m(Giw)] + H(Grx)
deﬁniti&n of M M(le)
Lemma 2
> (1—1/e)M(O1.1)
definition of A1 (1—1/e) {Eom [m(O1:x)] + H(O1:1)
benma (1= 1/6) [Eong.,,, (O] + Hlp,,.) +log
definition of m ]
to (1= 1/6) [Eompe, IDO) + Hip, )

deﬁnitién of H (1 . 1/€)H(pﬂ—opt)

Corollary 1. Running the algorithm mgreeay (i | X1:4-1) x Vi(x) as introduced in Section 3 for k iterations on
a finite grid is a (1 — 1/e) approzimation to the exact distribution px_ppp of the corresponding fized size DPP,
in the sense of

(1 - 1/€)H(pk—DPP) < H(pﬂgreedy)a

with H(p) = Ex~p[ha(X)] + H(P) and hq(X) = logdet (aLXX for a = % Where Apin > 0 is the smallest

eigenvalue of the Kernel Gram matriz over the grid.

Proof. By proposition [I} the function h, is monotone. By proposition [2] the function h is also monotone since
scaling with the reciprocal of the smallest eigenvalue ensures that all eigenvalues are larger than 1. Additionally
scaling with (k:!)l/ k ensures that the marginal gains are larger than log k!'/F = %log k!. Thus the assumptions
in Theorem 1 are met and the result follows.



4.1 Analysis in Terms of the Information Gain

For a Gaussian process regression model f ~ GP(u,¢) with additional i.i.d noise € ~ N'(0, o) on the observations,
the information gain g(X) = % log det (I + O_QLxx> quantifies the reduction in uncertainty about f by observing
fx + ex. The matrix I denotes the identity matrix.

We'll again drop the constant factor of 1/2 and instead analyse g(X;.x) = log det (I + U’QLXM).

It has been pointed out before by e.g. [Srinivas et al.| (2009) that g is monotone and submodular and can be
decomposed in terms of the posterior variances

k
9(Xyk) = Z log(1 + UQVUi (z:)),
i=1
where the Vo, (z) = I(z, ) — I(z, X1.4) (Lx,., X4, + a2 D)I(Xy.4, ).

In the optimization setting, the greedy choice is given by
r; = arg max log(1 + o?v,, (2)), (6)
x
so we again take the softargmax instead and sample greedily from

Tgreedy, (t|X1:4) o< exp(log(1 + 0*Vy, (2))) o< 1+ 0V, (2) (7)

By direct application of Lemma 2, we get:

Corollary 2. Consider Tgreedy, 45 defined in Eq. and w_ppp for an optimal policy for sampling from a
k-DPP. It holds

(]_ — l/e)Hg (Wk-DPP) S Hg (Wgreedyg) 5

where Hrg(m) = Exor (9(X)) + H (n), where g(X) =logdet (I4+ 07 2Lx) for o® > 0.

The policy to sample greedily from information gain can be implemented as efficiently as the original policy for
the differential entropy:

The posterior V,, retains much of the structure of v;, so in the terms for the posterior (Eq. 16), as well as the
unnormalized cumulative density in (Eq. 17) the matrix L merely has to be replaced with L 4 021 to obtain the
corresponding terms for V,, and V,,. Note that we do not sample proportionally to V,,(x), but proportionally
to 1+ o2v,,. However, given the efficient computation of V,, the unnormalized cumulative density for 1+ o2v,,
can easily be obtained due to linearity of integration.

5 ADDITIONAL EXPERIMENTAL DETAILS

The experiments were performed on a desktop machine with a 4 GHz Quad-Core Intel Core i7 processor and 32
GB memory. Table [5] lists the scales of the squared-exponential kernels used for BQ. Since all methods share
the same kernel hyperparameters, we assume that their choice only plays a subordinate role and obtained them
by eyeballing the ground-truth scale from 2D plots of the integrands. Figure [l shows additional results from the
BQ experiment described in Section 5 of the main paper for more benchmark functions.

Figure [2] shows additional runtime results in three dimensions. We draw 100 samples with £ = 10 and k& = 100
points from a k-DPP with square-exponential kernel with lengthscale 0.01, respectively 0.001, on the interval
[0,1]3. Runs taking longer than 100 seconds for k = 10 or 500 seconds for k = 1000 were stopped, i.e. they do
not appear in the figure. For k = 10, the experiment was repeated 5 times and for £k = 100, 3 times.
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Figure 1: Results from Bayesian Quadrature with evaluation locations sampled from an exact k-DPP, the greedy
approximation and uniformly sampled locations. The plots show the mean error over 100 samples and 95%
confidence intervals for the mean error as shaded areas.



Table 1: Hyperparameters for the Bayesian Quadrature

Benchmark Scale

Brately function

Continuous integrand family
Corner peak integrand family
Discontinuous integrand family 140

— =

G function 3.5
Gaussian Peak integrand family 1
Morokoff Caflisch function 1 2.5
Morokoff Caflisch function 2 1
Oscillatroy integrand family 2
Product peak integrand family 700
Roos Arnold function 4
Zhou function 8
k=10 k =100
103
102 E ]
wn
g
] 102
10° jo—eo —o—9—0—0
T T T T T T T T T T T
20 25 30 35 40 40 50 60 70 80 90
discretization discretization

BN greedy B ncmc Il a2lpha-DPP l vfx

Figure 2: Runtime comparison of the greedy algorithm with state-of-the-art baselines in three dimensions.
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