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Abstract

Spatial memory is thought to be organized along experienced views and allocentric reference axes. Memory access
from different perspectives typically yields V-patterns for egocentric encoding (monotonic decline in performance
along with the angular deviation from the experienced perspectives) and W-patterns for axes encoding (better
performance along parallel and orthogonal perspectives than along oblique perspectives). We showed that learning
an object array with a verbal secondary task reduced W-patterns compared with learning without verbal shadowing.
This suggests that axes encoding happened in a verbal format; for example, by rows and columns. Alternatively,
general cognitive load from the secondary task prevented memorizing relative to a spatial axis. Independent of
encoding, pointing with a surrounding room visible yielded stronger W-patterns compared with pointing with no room
visible. This suggests that the visible room geometry interfered with the memorized room geometry. With verbal
shadowing and without visual interference only V-patterns remained; otherwise, V- and W-patterns were combined.
Verbal encoding and visual interference explain when W-patterns can be expected alongside V-patterns and thus
can help in resolving different performance patterns in a wide range of experiments.
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Introduction

Overwhelming evidence indicates that spatial memory is
orientation dependent: accessing spatial knowledge from
certain perspectives is faster and/or more accurate than
accessing it from other perspectives [1]. However, results differ
in the number of perspectives participants perform better in, as
indicated by V- and W-shaped performance patterns.

V-shaped patterns typically show the best performance
when tested from an experienced perspective; errors and
latencies increase monotonically with the angular deviation
from this perspective—not necessarily linearly (Figure 1). V-
shapes have been observed in recognizing objects or scenes
[2—4] or in indicating one’s current perspective in maps relative
to buildings seen before [5]. Matching two objects displayed in
different perspectives [6] or pointing and configuration
judgments based on map-acquired knowledge also result in V-
patterns [7-9]. Typically, V-patterns are centered on
egocentrically experienced orientations. Multiple V-patterns
may combine with each other [10]. Often contra-aligned test
perspectives (i.e., 180°) yield comparatively better performance
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than misalignments of 135° [2,8,9]. Contra-alignment might
allow for different retrieval processes (e.g., mirroring, exchange
left/right). Other misalignments that require mental rotation or
that affect similarity estimates between the presented and
encoded view may lead to monotonic increases in error/latency
across perspectives.

W-shape, or sawtooth, patterns have been observed when
participants learned object arrays and conducted judgments of
relative directions afterwards, i.e., they imagined standing at
one object in the array, facing another object, and indicated the
direction of a third object [3,4,11-16]. W-patterns have also
been obtained in judgments on university campus locations
[17] and after walking in a rectangle around a temple [18].
Usually, the W-pattern is considered allocentric; it is aligned
with orientations intrinsic to the layout and/or the surrounding
room (i.e., parallel/orthogonal to the main axes) even when all
or some encountered perspectives are not. W-patterns are
thought to originate from encoding spatial information relative
to one or two orthogonal reference axes of a reference frame.
Imagined perspectives from along the endpoints of these axes
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are retrieved, whereas other perspectives have to be inferred,
involving costs in latency and errors [1,19].

It is puzzling that some tasks predominantly yield V-patterns
presumably relying on egocentric views (i.e., recognition, visual
comparison, and visual pointing and self-localizing after map
learning), while other tasks seem to foster allocentric axis
encoding with subsequent W-patterns (i.e., imagined pointing,
mainly after learning object arrays). The present study
examined how experimental circumstances yield W-patterns
rather than V-patterns. We proposed and tested the
hypotheses that W-patterns are a result of verbal encoding as
well as visual interference during retrieval.

The verbal encoding hypotheses

The orientations along which a layout is described and along
which participants perform best during pointing are closely
related. When participants indicate reference objects in a
previously seen object array (e.g., A is next to object X), they
preferentially select objects located along axes which also yield
better pointing performance [20]. In describing an array,
participants showed W-shaped pointing patterns centered on
the described perspective rather than centered on the
perspective from which they previously viewed the array [4].
Verbal descriptions and orientations of best pointing thus
coincided. According to the verbal encoding hypothesis, this
happens because inter-object relations are also encoded in a
verbal format, which is then used in subsequent pointing.
Object arrays typically applied are easily described row by row
or column by column. If memorized in such a descriptive
format, retrieving locations will be easier along rows or columns
as compared with oblique orientations based on both rows and
columns. This will yield better pointing along columns and rows
and thus to the W-patterns observed. Descriptions do not
necessarily have to be “teapot, hammer, banana, etc.”; other
forms are acceptable, such as “the teapot is left of the hammer,
the horse is behind the teapot, etc.” The crucial point is that the
description is verbal and that it is organized along rows and
columns.

Descriptions along rows and columns are a specific form of
encoding relative to reference axes. These descriptions are
relative to other objects. If array orientation deviates from the
observed perspective, description may be along array
orientations. Subsequent pointing based on these descriptions
will be better along array orientations and not experienced
orientations [4,12]. The advantage of specifying axes encoding
as verbal is that it predicts when axes encoding and
subsequent W-patterns will be observed, namely when verbal
codes are used. Experiments in which V-patterns were
observed often did not make verbal memory codes easier:
visual comparisons do not require memory [6] and map layouts
might be learned mainly in a visuospatial format [7-9].
Recognition performance was even shown to decline when the
stimuli were recoded verbally [21], and scene recognition
typically shows V-shaped patterns [2—4].

In order to test the verbal encoding hypothesis, participants
learned an object layout either with or without verbal
shadowing. Verbal shadowing inhibits the formation of a verbal
memory trace [22]. According to the verbal encoding
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hypothesis W-patterns are based on verbal memory traces.
Therefore, inhibiting verbal encoding by verbal shadowing
should also reduce W-patterns in subsequent pointing relative
to the control condition without shadowing. Verbal encoding is
one process proposed to yield W-patterns when learning object
arrays. However, also visual interference might result in W-
patterns.

The visual interference hypotheses

Reasoning about locations within a room from an imagined
position different than one’s current body position yields
sensorimotor interference between the de facto and the
imagined surroundings [19,23—-26]. The reader may experience
this by imagining turning 90° to the left and then pointing to this
text from the imagined perspective. Often a strong tendency to
point from the physical (i.e., to the front) rather than the
imagined perspective (to the right) is experienced.

This interference typically increases with the turning angle
between de facto and imagined surrounding [24,25]. However,
in addition to the effect of turning angle, better performance
was observed when the de facto and imagined positions were
both aligned with the surrounding walls compared with when
the imagined position was not [24]. Wall misalignment might
thus yield stronger interference than wall alignment. We now
propose interference to happen not only when imagining a
different position within the same environment, but also when
retrieving previously learned information between the currently
visible surrounding and the recalled environment (see 27 for an
initial support of this assumption). Since the room geometry is
learned quickly [28], such a cue will be available during recall
and can thus interfere with the geometry of the room currently
located within. This visual interference might generate a W-
shaped pattern in a typical imagined pointing task, in which
participants sit in a test room presumably aligned with the walls
of the test room and imagine standing in the learning room in
different perspectives. When imagining perspectives parallel to
walls (i.e., 0°, £90°, 180°), imagined and physical walls will be
parallel. Now one could imagine the walls of physical room
being the walls of the imagined room. This should not cause
much interference. However, when imagining oblique
perspectives, imagined room corners will be along the walls of
the physical room and vice versa. This will cause comparatively
larger interference and thus higher errors/latency to occur in
imagined oblique perspectives, ergo a W-pattern. The idea is
that a visible room and a recalled room will interfere with each
other the less the more similar they are, i.e., the more they
match when mentally superimposed. To test this hypothesis,
participants learned an object array within a room while aligned
with the walls. Afterwards they pointed within this room with the
room either being visible or not. Visual interference yielding a
W-pattern requires a visible room surrounding. Therefore, we
expected larger W-patterns with the surrounding room visible
compared with no room visible.

Visual interference happens during retrieval, verbal encoding
during encoding. We expected both effects to independently
influence W-patterns. In order to investigate independence,
both predictions were tested in parallel, resulting in a crossed 2
(verbal shadowing yes/no) x 2 (visual interference yes/no)
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Figure 1.

Spatial memory access from different perspectives.
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Left: Virtual object array as seen by participants in the

experiment. Main axes are indicated in addition. Right: Performance in spatial memory access as predicted by V-, W-, and M-

patterns. Data for —180° are displayed twice for symmetry.
doi: 10.1371/journal.pone.0074177.9001

experimental design; we predicted no interaction between the
factors. Furthermore, if verbal encoding and visual interference
are the driving forces behind W-patterns, then W-patterns
should largely vanish in the condition with verbal shadowing
and without interference.

As a control, we also examined an M shaped pattern whose
spatial frequency is right in between V and W patterns as
shown in Figure 1: from 360° of possible test perspectives, a V
pattern predicts best performance at one perspective (0°), an M
pattern at two perspectives (0° and 180°) and a W pattern at
four perspectives (0°, +90°, -90°, and 180°). Performance is
thought to decrease in between these best perspectives. The
often observed relative better performance at contra-aligned
perspectives [2,8,9] contributes to an M-pattern and will thus be
tested.

The present study’s aim was to examine whether W patterns
in spatial memory access originate from verbal encoding and
visual interference, whether these effects are independent from
each other, and whether they are the main sources for W-
patterns. We observed support for all three predictions.

Methods

Participants

Thirty-two naive participants (13 women), aged 18 to 44
years (M = 27.3; SD = 5.5) were recruited from a subject
database and participated in exchange for monetary
compensation. All participants were German native speakers or
spoke German on a comparable level.

Ethics statement

The study was approved by the ethics committee of the
University Clinic, Tubingen. All participants gave written
informed consent before conducting the experiment.
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Materials

Participants saw a virtual room containing seven target
objects lying on the floor, through a head mounted display
(HMD), while standing at a table with a mounted joystick
(Figure 1). The array layout used in many experiments
[11,14,29,30] consisted of an incomplete 3 x 3 grid with
bilateral symmetry. The closest row contained a teapot, a
hammer, and a banana, and the middle row held a horse, a
telephone, and a tennis racket. A trumpet was located in the
center of the furthest row. Additional objects by or on the walls
indicated the orientation of the rectangular room. Learning
perspective, intrinsic object layout, and room orientation all
predicted selection of the same reference system (0°
perspective).

The experiment was programmed in Virtools® 5.0 (Dassault
Systemes). Participants’ head coordinates were tracked by 16
high-speed motion capture cameras with 120 Hz (Vicon® MX
13) to render an egocentric view of the virtual environment in
the HMD in real-time. We used a NVIDIA Quadro FX 4600
graphics card with 768 MB RAM and a nVisor SX60 HMD with
a field of view of 44° (horizontal) x 35° (vertical), a resolution of
1280 x 1024 pixels for each eye, and 100% overlap. The
interpupillary distance was fixed at 6 cm. We adjusted the HMD
fit and screen position for each participant. The overall setup
provided important depth cues such as stereo vision, texture
gradients, and motion parallax. During the whole experiment
participants stood in front of the table and thus kept a constant
physical body orientation.

The verbal shadowing task conducted during learning was a
lexical-decision task (see 31 for details). Participants heard
sound files via headphones and decided whether the sound
was a German word or not by pressing mouse buttons. If no
button press occurred within 1200 ms, a new trial started. This
interval was shown to interfere with a concurrent spatial
learning task.
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Procedure

After providing informed consent, participants came to the
table and familiarized themselves with the joystick by pointing
to locations within the laboratory. If they conducted a
secondary task, it was explained to them and they trained for a
couple of minutes while their baseline performance was
measured. All participants were then equipped with the HMD,
turned around once for disorientation, and started the learning
phase in which they learned the object layout within the virtual
environment from a single point of view. They were instructed
to also look behind themselves to experience all possible views
of the room. When participants claimed to know the layout,
they proceeded to the learning test in which the array objects
were removed from the room. An object name was displayed in
the HMD and participants pointed with the joystick to the
location where the object had been located before. They did so
for all objects in pseudorandom order (i.e., not by rows or
columns). Only when all pointing deviations were smaller than
15° did they proceed to the test phase; until then, they
repeated the prior procedure. If used, verbal shadowing was
provided throughout this procedure. Secondary task
performance was only measured during learning and during
baseline before that. During test pointing participants listened
to verbal presentations, but were not required to react because
this was too demanding.

In the test phase participants conducted an imagined and a
visual pointing task in an order balanced between participants.
In the imagined pointing task, participants read instructions on
the HMD screen along the lines of “Imagine standing at A,
facing B, point to C” where A, B, and C consisted of array
objects. Following Kelly and McNamara [30] perspectives were
evenly spaced around a full rotation in steps of 45°. Correct
egocentric target direction was counterbalanced across
imagined headings: in each imagined body orientation,
participants pointed once to objects located +45°, +90°, and
+135° relative to the imagined body orientation (participants
never had to point to their front or back). Visual pointing was
identical, but participants saw the room from the location of
object A and the overlying instruction read “You are at A, point
to C”. Perspective had to be derived from the visual input in
order to increase saliency of the surrounding room. Please
note that both tasks relied on retrieved memory and were
conducted from the same location. They thus could not rely on
long-term memory vs. egocentrically updated environment as,
for example, in [32]. Each task consisted of 48 trials (8 body
orientations x 6 target directions) presented in a new random
sequence for each participant and task.

In order to rule out interference between physical
surrounding and imagined room orientation as an alternative
explanation (as opposed to the visual virtual surrounding),
participants faced a corner of the physical nonvisible room.
Interference would have resulted in W-patterns with better
performance at +45° and £135° instead of 0°, £90° and 180°.

For pointing, participants pushed the joystick and pulled its
trigger button. Latency consisted of the time taken between the
onset of the instructions (and room) being presented and the
button press. Pointing error consisted of the absolute deviation
between pointing direction and correct direction.
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Design

The 2 x 2 x 2 x 8 mixed factorial design consisted of the
within factors body orientation (eight levels) and pointing task
(visual vs. imagined) and the counterbalanced between factors
pointing task order (visual vs. imagined first) and verbal
shadowing (yes vs. no) with 16 participants in each group.

Data analysis

In order to control for outliers, we deleted values deviating
more than 2 SD from a participant’s overall mean (ca. 4%).
Data were submitted to an exploratory mixed model analysis
with all factors. Compared to an ANOVA, mixed model analysis
is less restrictive with regard to distribution assumptions [33].
Commonly accepted effect sizes for linear mixed models are
not yet available. Thus we report partial eta square (n,%)
derived from data aggregated per participant and the
respective condition.

We used contrasts to describe V-, W-, and M-patterns
centered on the learning orientation. Contrasts describe curve
shapes within a single parameter thus instantiating a specific
hypothesis and avoiding multiple testing in pairwise
comparison between conditions [29,34]. A contrast weight of 0
in a perspective refers to average performance across
perspectives as indicated by the black line in Figure 1 (right).
Positive contrast weights predict higher latency or error rate
than average. V-contrast weights were 2/1/0/-1/-2/-1/0/1, with
2 corresponding to 180° and -2 to 0° (i.e., the learning
perspective); W-contrast weights were -1/1/-1/1/-1/1/-1/1,
with 1 corresponding to #45° and %135°; and M-contrast
weights were -2/0/2/0/-2/0/2/0, with -2 corresponding to 0°
and 180° and 2 to 190°. Contrasts were independent so
experimental variations could enhance or reduce one contrast
without at the same time necessarily enhancing or reducing
another contrast. The sum of absolute contrast weights was 8,
so contrast sizes could be compared with each other. For each
participant, contrast weights were multiplied with the average
performance in the respective perspective and summed (e.g., 2
x average in 180° + 1 x average in —135°, etc. for V-contrast).
We compared the resulting contrast sizes in a 2 (verbal
shadowing) x 2 (pointing task) x 2 (pointing task order) x 3
(contrast type) mixed model analysis. We predicted interactions
of contrast type by experimental variation (shadowing or
pointing task), which was followed by planned comparisons for
individual contrasts. Adding participants’ sex to the analysis did
not change any of the reported effects or reveal a main effect
of sex. Therefore, only the pooled data are reported.

The contrasts described independent shape components.
Overall shape might consist of multiple components adding up.
In order to estimate which combination of components best
described the pattern within a condition, we fitted the non-
aggregated data in each condition with the following seven
models: V, M, W, V+M, V+W, M+W, and V+M+W. We used the
Akaike Information Criterion [35] to bias for fitting with more
predictors and reported the best fitting model. Only positive
predictors in line with the prediction of a hypothesis were
considered.
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Figure 2. Pointing error. Left: Absolute pointing error as a function of perspective in the four conditions. Right: Corresponding
contrasts. A contrast value of 0° would indicate that no V-, M-, or W-shape was present. Means and standard errors as estimated
from the marginal means are shown. The best fitting model according the Akaike Information Criterion is shown.

doi: 10.1371/journal.pone.0074177.g002

Results

Verbal encoding

As shown in Figure 2 (left), pointing error varied as a function
of perspective, F(7, 2853) = 19.5, p < .001, n?, = .34. This
variation was different between the verbal shadowing
conditions as indicated by its interaction with perspective, F(7,
2853) = 2.22, p = .030, n?, = .06. The dashed and the
continuous curves differed. The contrasts specified these
pattern changes as shown in Figure 2 (right). As predicted,
verbal shadowing interacted with the contrast type, F(2,140) =
3.73, p = .027, n?, = .05. Verbal shadowing reduced the W-
contrast as compared to no verbal shadowing, F(1,28) = 8.40,
p = .005, n?, = .27, the right W-contrasts were on average
smaller than the left ones. No such difference was observed for
the V- or M-contrasts, F(1,28) < 1. Average contrast sizes
differed, F(2,140) = 24.8, p < .001, n?, = .47. V-contrasts were
larger than W-contrasts, F(1,84) = 20.6, p < .001, n?, = .28,
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which in turn were larger than M-contrasts, F(1,84) = 8.62, p = .
004, n?, = 47.

Participants’ secondary task performance was both faster,
F(1, 4521) = 29.5, p < .001, n?, = .32, and more accurate, F(1,
4704) = 376, p < .001, n?, = .93, during baseline (69%, SE =
2.8%, 974 ms, SE = 9.5 ms) than during learning the layout
(35%, SE = 2.7%, 1016 ms, SE = 8.6 ms). Verbal shadowing
interfered with layout learning. Both groups did not differ
significantly in the time they spend learning the layout, F(1,28)
< 1, which was 4.3 min (SE =1.9) for learning with verbal
shadowing and 4.6 min (SE = 2.1) for learning without
secondary task.

Visual interference

As shown in Figure 3 (left), pointing latency varied as a
function of perspective, F(7, 2854) = 11.3, p < .001, n?, = .24,
and did so differently for the visual and the imagined pointing
task as indicated in the interaction, F(7, 2854) = 3.21, p = .002,
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n?, = .09. The curves differed between panels. Figure 3 (right)
shows how these differences were specified in the used
contrasts. As predicted, pointing task and contrast type
interacted, F(2,140) = 7.32, p = .001, n?, = .19. The W-shape
was more prominent in visual pointing and thus visual
interference —upper contrasts, than during imagined pointing
without visual interference—lower contrasts, F(1,28) = 6.46, p
= .017, n?, = .19. The same was found for the M-contrasts,
F(1,28) = 6.19, p = .019, n?, = .18. V-contrast magnitudes were
opposite with higher values in imagined than in visual pointing,
F(1,28) = 4.10, p = .048, n?, = .12. Maybe there was a trade-off
and higher V-contrasts compensated for the lower W- and M-
contrasts.

Additional results in mean latency data (i.e., the level, not the
pattern form) showed that visual pointing was, on average,
quicker than imagined pointing, F(1, 2854) = 5.26, p =.022, n?,
= .04. The interaction between task and order, F(7, 2854) =
11.3, p < .001, n?, = .08, indicated that participants pointed
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quicker in their second pointing task. And we found an
interaction between shadowing and pointing task, F(1, 2854) =
7.01, p = .008, n?, = .05. Visual pointing was quicker after
learning with shadowing than without shadowing, but not for
imagined pointing. No other effects or interactions in errors or
latencies attained significance.

Modeling the pointing pattern

Verbal shadowing and imagined pointing both reduced the
W-shape of the pointing pattern compared with no shadowing
and visual pointing. When both came together, the W-pattern
largely disappeared as indicated in the lower right contrasts of
Figures 2 and 3. The data are best explained by the V-contrast
only as suggested by the best fitting model. This does not rule
out the possibility that W-patterns do still play a role. However,
this role seems rather marginal compared with the V-shape. In
all other conditions W-contrasts were relevant since they were
part of the best fitting model.
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Discussion

Spatial memory is thought to be organized along
experienced views or along orthogonal allocentric reference
axes. Memory access from different perspectives yields V- and
W-patterns, respectively. In the present experiment verbal
shadowing reduced the W-pattern compared with no
shadowing. This suggests that axes encoding was verbal in
nature; for example, inter-object relations were described by
rows and columns.

As an alternative explanation it was not the verbal nature of
the secondary task that inhibited the formation of verbal
memory traces. Axes encoding might have required extra
resources during encoding which would have been blocked by
any secondary task, verbal or not. If true, cognitive load from
the secondary task did not just yield encoding towards one axis
instead of two. This would have yielded an M-pattern during
shadowing, but not without shadowing, which was not
observed. We tested the 0°-180° axis. If participants used the
-90° +90° axis instead, the M-contrast would have shown a
strong negative value, which was not the case. It was also not
the case that some participants used the 0°-180° axis and
others the +90° axis averaging out each other. Axes encoding
theory explicitly states recording relative to axes’ endpoints
[19]. The verbal secondary task thus clearly blocked encoding
of spatial information relative to one or two axes.

Cognitive load may have reduced the encoded pattern not to
one axis, but to one direction of an axis only, thus resulting in
the V-pattern observed. This is a valid explanation of the
present data. However, we think that the inhibition of verbal
encoding is more plausible than general cognitive load. One
reason for this it that participants had to pass a learn criterion.
They continued learning with or without verbal shadowing until
they were able to point to all locations with high accuracy. In
such a situation general resource limitations from a secondary
task could be compensated by extra learning time. We did not
even observe longer learning times for learning with verbal
shadowing which would have hinted in this direction. In case
the resource limitations were specifically verbal, verbal memory
traces were inhibited and participants had to rely more strongly
on non-verbal memory such as visuospatial memory to pass
the learning criterion. Such a switch in learning strategies does
not necessarily require longer learning times for compensation,
which were also not observed.

Verbal encoding also connects well with the literature, but
less so with the cognitive load explanation. It is known that
participants can form descriptions of object arrays and that
subsequent pointing depends on which description (i.e., in
which orientation) was previously formed [4]. Verbal encoding
would state that participants memorized the description and
used it for subsequent pointing. This also explains why
descriptions and directions of best pointing coincide [20].
Furthermore, verbal encoding can predict when axes encoding
and subsequent W-patterns will be observed, namely when
verbal codes are used. For example, when learning object
arrays arranged by rows and columns and giving judgments of
relative directions afterwards [3,4,11-16]. Verbal codes may be
suited for descriptions or judgments of relative directions, but
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less so for other tasks such as self-localizing. Verbal coding
was shown to decline recognition performance [21]. In line with
these considerations recognizing the very same object arrays
does not show W patterns [2—-4] presumably, because non-
verbal memory rather than verbal memory was used for
recognition. Capacity limitations through secondary tasks do
not apply for these experiments and can therefore not explain
why different patterns were observed. Verbal encoding can do
SO.

Taken together, verbal encoding connects well to the
literature and may explain different outcomes in a wide range
of experiments. Encoding relative to one orientation under load
can explain results only in the present experiment.
Furthermore, one could expect compensating resource
limitations by extra learning time when learning to criterion as
in the present experiment. Future experimentation might more
clearly differentiate between these possibilities, for example,
when learning an object array with a non-verbal secondary task
or when influencing verbal coding by instruction rather than by
a secondary task.

Both W and M-patterns were more prominent in visual
compared with imagined pointing. We think that visual
interference was the source for both effects. The room was
rectangular and learning occurred while participants were
oriented parallel to the long sides of the room. Pointing in the
room from 0° and 180° was also parallel to the long walls. It
was quicker than pointing from £90°, which was aligned with
the walls as well, but here the room elongated along the left—
right body axis, not along front-back as during learning. When
mentally superimposing the learned room onto the visible room
higher similarity and thus less interference was present at 0°
and 180° yielding the M-pattern observed. Wall alignment (0°,
+90°, and 180°) in general was better than wall misalignment,
yielding the W-pattern as predicted. The more dissimilar the
geometries were if mentally superimposed the stronger was the
observed interference. So both the M and the W-pattern tie
back to the specific rectangular shape of the room. Please note
that the often observed performance increase in contra-aligned
orientation of 180° [2,8,9] would have contributed to an M-
pattern with or without interference. However, we did not find
indications for this effect in the present experiment.

Visual interference assumes interference between the visible
room geometry and the memorized room geometry. The visible
room geometry was only virtual. Might the geometry of the
physical room which was not visible during the experiment
have played a role, too? We think we can exclude this
possibility. Participants stood oblique to the walls of the
physical room, facing a room corner. In case the non-visible
physical room was represented and interfered with the visible
virtual room during testing, an inverse W-pattern would have
been observed with better performance at test orientations of
+45° and £135° when the visible virtual room was aligned with
the physical room. This was clearly not the case. An interesting
opportunity for future research will be whether interference also
occurs within physical rooms (see 27 for initial support).

The present experimentation can only be a first step
indicating the possibility of visual interference. Future
experiments will be needed to examine the exact
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circumstances under which such interference occurs. For
example, in the present experiment attention was deliberately
drawn to the visual geometry during testing, as participants had
to rely on the room and the objects within for relocation. Will
visual interference also occur when tested in a different room
irrelevant for the task at hand and will visual interference vary
with the similarity of such a novel room with the learning room?
Present results suggest many routes for future
experimentation.

The effects of verbal shadowing and visual interference were
independent from each other. This suggests that W-pattern can
originate from independent processes occurring during
encoding as well as during retrieval. We speculate that they
link also to different memory content namely inter-object
relations within a (maybe verbal) axis code on the one hand
and room geometry on the other hand. Two independent
memory systems could be influenced independently by verbal
shadowing as well as visual interference. Clearly, both
experimental variations might have also affected one single
spatial memory system. However, then interactions would
seem plausible which were not observed.

Similarly, results do not seem to originate from choosing
between mutual exclusive encoding strategies, for example,
using either a (verbal) axis code or visuospatial coding. If this
was the case reduced (verbal) axis encoding under shadowing
should have yielded increased visuospatial coding resulting in
stronger visual interference and vice versa. Again, such an
interaction between verbal shadowing and visual interference
was not observed.

Without verbal shadowing or a room visible, W-patterns were
marginal, but V-patterns prevailed. In all other cases V- and W-
patterns combined, in case of visual interference also with M-
patterns. This suggests that V-patterns are the default — not
only when recognizing objects or scenes, but also in judgments
of relative direction. Experiments reporting W patterns only did
not test for V-patterns, so V patterns might have been present
as well [3,4,11-16]. Our results suggest that W-patterns only
emerge when encouraged by (verbal) axis encoding or visual
interference.

How do these results relate to allocentric and egocentric
coding of spatial information? The experiment did not intend to
examine the allocentric or egocentric nature of W- and V-
patterns and can thus not make any suggestions by itself. W-
patterns in relation to axes encoding have been typically
associated with allocentric memory [1,19]. Verbal descriptions
can clearly refer to non-egocentric reference directions and
thus be allocentric [4]. The visual interference as described
relies on room geometry. Memory of room geometry is also
considered allocentric [28,36]. W-patterns thus seem to relate
to allocentric memory. Contrary, V-patterns are typically
centered on experienced egocentric orientations [2,4,5,7-9].
Egocentric views may thus underlie V-patterns in the present
experiment as well.

Multiple combinations of memories and related processing
seem possible to fully explain the present data 1 speculation
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striking to us is to assume verbal and visuospatial long-term
memory. Verbal memory described inter-object relations along
rows and columns and yielded W-patterns if constituted during
learning. Visuospatial memory consisted of a 3D snapshot
which included not only objects, but also the visible room
geometry (cf. Figure 1). Retrieval was the quicker and accurate
the more similar the retrieval and learning perspectives were
yielding the V-pattern. In addition to the V-pattern, visual
interference between snapshot and visible room geometry
yielded the W-and the M-pattern with quicker responses the
more similar both geometries were when superimposed.
Similarity based retrieval processes in visuopatial memory thus
accounted for V-patterns in general as well as M and W-
patterns during visual interference. As both processes operated
on visuospatial memory they traded-off with each other. V-
patterns decreased with visual interference, M and W-patterns
increased. Contrary, verbal shadowing operated on verbal
memory and therefore did not influence visuospatial memory-
based V-patterns. In summary, our speculation proposes that
visuospatial memory yielded V-patterns in general as well as M
and W-patterns during visual interference. Verbal memory
independently added a W-pattern to that.

Conclusions

Prior examinations into spatial memory differ on a
fundamental aspect, namely whether memory access showed
V-patterns or W-patterns. The present work gives first hints
towards different cognitive processes underlying these
patterns. If verbal memory organized along rows and columns
was formed during learning, this may yield W-patterns in
subsequent direction judgments. Alternatively, memorizing
relative to spatial axes required extra cognitive capacity. Room
shapes of a memorized room and the visible surrounding room
may interfere with each other. This visual interference can yield
W-patterns and as in the present case also an M-pattern
(Verbal). axis encoding and visual interference seem to add
onto processes yielding V-patterns and thus help in resolving
different performance patterns in a wide range of experiments.

Acknowledgements

We would like to thank Sally Linkenauger for helpful comments
on the paper, Bernhard Riecke for discussions about
interference, Sandra Holzer for running experiments with the
participants, Sandra Holzer and Nadine Simon for help in data
analysis, and Joachim Tesch for help with the virtual reality
setup.

Author Contributions

Conceived and designed the experiments: TM HHB. Performed
the experiments: TM. Analyzed the data: TM. Contributed
reagents/materials/analysis tools: TM. Wrote the manuscript:
TM HHB.

September 2013 | Volume 8 | Issue 9 | 74177



References

. Kelly JW, McNamara TP

. Yamamoto N, Shelton

. McNamara TP, Sluzenski J, Rump B (2008) Human spatial memory

and navigation. In HL Roediger. Cognitive Psychology of Memory.
Vol[2] of Learning and Memory: A Comprehensive Reference, 4 vols.
[J. Byrne Editor]. Oxford: Elsevier pp. 157-178

. Diwadkar VA, Mcnamara TP (1997) Viewpoint dependence in scene

recognition. Psychol Sci 8: 302-307.

1467-9280.1997.tb00442.x.

doi:10.1111/j.

. Valiquette CM, McNamara TP (2007) Different mental representations

for place recognition and goal localization. Psychon Bull Rev 14: 676—
680. doi:10.3758/BF03196820. PubMed: 17972732.

. Shelton AL, McNamara TP (2004) Spatial memory and perspective

taking. Mem Cogn 32: 416-426. doi:10.3758/BF03195835. PubMed:
15285125.

. lachini T, Logie RH (2003) The role of perspective in locating position in

a real-world, unfamiliar environment. Appl Cogn Psychol 17: 715-732.
doi:10.1002/acp.904.

. Shepard RN, Metzler J (1970) Mental rotation of tree-dimensional

objects. Science 171: 701-703.

. Evans GW, Pezdek K (1980) Cognitive mapping: knowledge of real-

world distance and location information. J Exp Psychol Hum Learn
Mem 6: 13-24. doi:10.1037/0278-7393.6.1.13. PubMed: 7373242.

. Frankenstein J, Mohler BJ, Bilthoff HH, Meilinger T (2012) Is the map

in our head oriented north? Psychol Sci 23: 120-125. doi:

10.1177/0956797611429467. PubMed: 22207644.

. Hintzman DL, O’Dell CS, Arndt DR (1981) Orientation in cognitive

maps. Cogn Psychol 13: 149-206. doi:10.1016/0010-0285(81)90007-4.
PubMed: 7226737.

. Waller D, Friedman A, Hodgson E, Greenauer N (2009) Learning

scenes from multiple views: novel views can be recognized more
efficiently than learned views. Mem Cogn 37: 90-99. doi:10.3758/MC.
37.1.90. PubMed: 19103979.

(2008) Spatial memories of virtual
environments: How egocentric experience, intrinsic structure, and
extrinsic structure interact. Psychon Bull Rev 15: 322-327. doi:10.3758/
PBR.15.2.322. PubMed: 18488647.

. Mou W, McNamara TP (2002) Intrinsic frames of reference in spatial

memory. J Exp Psychol Learn Mem Cogn 28: 162-170. doi:

10.1037/0278-7393.28.1.162. PubMed: 11827078.

. Mou W, Zhao M, McNamara TP (2007) Layout geometry in the

selection of intrinsic frames of reference from multiple viewpoints. J Exp
Psychol Learn Mem Cogn 33: 145-154. doi:
10.1037/0278-7393.33.1.145. PubMed: 17201558.

. Shelton AL, McNamara TP (2001) Systems of spatial reference in

human memory. Cogn Psychol
2001.0758. PubMed: 11741344.
AL (2005) Visual and proprioceptive
representations in spatial memory. Mem Cogn 33: 140-150. doi:
10.3758/BF03195304. PubMed: 15915800.

43: 274-310. doi:10.1006/cogp.

. Yamamoto N, Shelton AL (2007) Path information effects in visual and

proprioceptive spatial learning. Acta Psychol (Amst) 125: 346-360. doi:
10.1016/j.actpsy.2006.09.001. PubMed: 17067542.

. Marchette SA, Yerramsetti A, Burns TJ, Shelton AL (2011) Spatial

memory in the real world: long-term representations of everyday
environments. Mem  Cogn 39: 1401-1408. doi:10.3758/
$13421-011-0108-x. PubMed: 21584854.

. McNamara TP, Rump B, Werner S (2003) Egocentric and geocentric

frames of reference in memory of large-scale space. Psychon Bull Rev
10: 589-595. doi:10.3758/BF03196519. PubMed: 14620351.

PLOS ONE | www.plosone.org

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

35.

36.

Verbal Shadowing and Visual Interference

. Mou W, McNamara TP, Valiquette CM, Rump B (2004) Allocentric and

egocentric updating of spatial memories. J Exp Psychol Learn Mem
Cogn 30: 142-157. doi:10.1037/0278-7393.30.1.142. PubMed:
14736303.

Li X, Carlson LA, Mou W, Wiliams MR, Miller JE (2011) Describing
spatial locations from perception and memory: The influence of intrinsic
axes on reference object selection. J Mem Lang 65: 222-236. doi:
10.1016/j.jml.2011.04.001.

Schooler JW, Engstler-Schooler TY (1990) Verbal overshadowing of
visual memories: some things are better left unsaid. Cogn Psychol 22:
36-71. doi:10.1016/0010-0285(90)90003-M. PubMed: 2295225.
Baddeley A (2003) Working memory: looking back and looking forward.
Nat Rev Neurosci 4: 829-839. doi:10.1038/nrm1251. PubMed:
14523382.

Kelly JW, Avraamides MN, Loomis JM (2007) Sensorimotor alignment
effects in the learning environment and in novel environments. J Exp
Psychol Learn Mem Cogn 33: 1092-1107. doi:
10.1037/0278-7393.33.6.1092. PubMed: 17983315.

May M (1996) Cognitive and embodied modes of spatial imagery.
Psychol Beitr 38: 418-434.

May M (2004) Imaginal perspective switches in remembered
environments: Transformation versus interference accounts. Cogn
Psychol 48: 163-206. doi:10.1016/S0010-0285(03)00127-0. PubMed:
14732410.

Waller D, Hodgson E (2006) Transient and enduring spatial
representations under disorientation and self-rotation. J Exp Psychol
Learn Mem Cogn 32: 867-882. doi:10.1037/0278-7393.32.4.867.
PubMed: 16822154.

Riecke BE, McNamara TP (2007) Similarity between room layouts
causes orientation-specific sensorimotor interferences in to-be-
imagined perspective switches. Proceedings of the 48th Annual
Meeting of the Psychonomic Society: 63.

Wang RF, Spelke ES (2000) Updating egocentric representations in
human navigation. Cognit T7: 215-250. doi:10.1016/
S0010-0277(00)00105-0. PubMed: 11018510.

Greenauer N, Waller D (2010) Micro- and macroreference frames:
Specifying the relations between spatial categories in memory. J Exp
Psychol Learn Mem Cogn 36: 938-957. doi:10.1037/a0019647.
PubMed: 20565211.

Kelly JW, McNamara TP (2010) Reference frames during the
acquisition and development of spatial memories. Cogn 116: 409-420.
doi:10.1016/j.cognition.2010.06.002. PubMed: 20591422.

Meilinger T, Knauff M, Bulthoff HH (2008) Working memory in
wayfinding-a dual task experiment in a virtual city. Cogn Sci 32: 755—
770. doi:10.1080/03640210802067004. PubMed: 21635352.

Hodgson E, Waller D (2006) Lack of set size effects in spatial updating:
Evidence for offline updating. J Exp Psychol Learn Mem Cogn 32: 854—
866. doi:10.1037/0278-7393.32.4.854. PubMed: 16822153.

Snijders T, Bosker R (1999) Multilevel analysis. Thousand Oaks: Sage.
Levin JR, Neumann E (1999) Testing for predicted patterns: when
interest in the whole is greater than in some of its parts. Psychol
Methods 4: 44-57. doi:10.1037/1082-989X.4.1.44.

Akaike H (1974) A new look at the statistical model identification. IEEE,
Trans Automat Contr 19:716-723

Wang RF, Spelke ES (2002) Human spatial representation : insights
from animals. Trends Cogn Sci 6: 376-382. doi:10.1016/
S1364-6613(02)01961-7. PubMed: 12200179.

September 2013 | Volume 8 | Issue 9 | 74177


http://dx.doi.org/10.1111/j.1467-9280.1997.tb00442.x
http://dx.doi.org/10.1111/j.1467-9280.1997.tb00442.x
http://dx.doi.org/10.3758/BF03196820
http://www.ncbi.nlm.nih.gov/pubmed/17972732
http://dx.doi.org/10.3758/BF03195835
http://www.ncbi.nlm.nih.gov/pubmed/15285125
http://dx.doi.org/10.1002/acp.904
http://dx.doi.org/10.1037/0278-7393.6.1.13
http://www.ncbi.nlm.nih.gov/pubmed/7373242
http://dx.doi.org/10.1177/0956797611429467
http://www.ncbi.nlm.nih.gov/pubmed/22207644
http://dx.doi.org/10.1016/0010-0285(81)90007-4
http://www.ncbi.nlm.nih.gov/pubmed/7226737
http://dx.doi.org/10.3758/MC.37.1.90
http://dx.doi.org/10.3758/MC.37.1.90
http://www.ncbi.nlm.nih.gov/pubmed/19103979
http://dx.doi.org/10.3758/PBR.15.2.322
http://dx.doi.org/10.3758/PBR.15.2.322
http://www.ncbi.nlm.nih.gov/pubmed/18488647
http://dx.doi.org/10.1037/0278-7393.28.1.162
http://www.ncbi.nlm.nih.gov/pubmed/11827078
http://dx.doi.org/10.1037/0278-7393.33.1.145
http://www.ncbi.nlm.nih.gov/pubmed/17201558
http://dx.doi.org/10.1006/cogp.2001.0758
http://dx.doi.org/10.1006/cogp.2001.0758
http://www.ncbi.nlm.nih.gov/pubmed/11741344
http://dx.doi.org/10.3758/BF03195304
http://www.ncbi.nlm.nih.gov/pubmed/15915800
http://dx.doi.org/10.1016/j.actpsy.2006.09.001
http://www.ncbi.nlm.nih.gov/pubmed/17067542
http://dx.doi.org/10.3758/s13421-011-0108-x
http://dx.doi.org/10.3758/s13421-011-0108-x
http://www.ncbi.nlm.nih.gov/pubmed/21584854
http://dx.doi.org/10.3758/BF03196519
http://www.ncbi.nlm.nih.gov/pubmed/14620351
http://dx.doi.org/10.1037/0278-7393.30.1.142
http://www.ncbi.nlm.nih.gov/pubmed/14736303
http://dx.doi.org/10.1016/j.jml.2011.04.001
http://dx.doi.org/10.1016/0010-0285(90)90003-M
http://www.ncbi.nlm.nih.gov/pubmed/2295225
http://dx.doi.org/10.1038/nrm1251
http://www.ncbi.nlm.nih.gov/pubmed/14523382
http://dx.doi.org/10.1037/0278-7393.33.6.1092
http://www.ncbi.nlm.nih.gov/pubmed/17983315
http://dx.doi.org/10.1016/S0010-0285(03)00127-0
http://www.ncbi.nlm.nih.gov/pubmed/14732410
http://dx.doi.org/10.1037/0278-7393.32.4.867
http://www.ncbi.nlm.nih.gov/pubmed/16822154
http://dx.doi.org/10.1016/S0010-0277(00)00105-0
http://dx.doi.org/10.1016/S0010-0277(00)00105-0
http://www.ncbi.nlm.nih.gov/pubmed/11018510
http://dx.doi.org/10.1037/a0019647
http://www.ncbi.nlm.nih.gov/pubmed/20565211
http://dx.doi.org/10.1016/j.cognition.2010.06.002
http://www.ncbi.nlm.nih.gov/pubmed/20591422
http://dx.doi.org/10.1080/03640210802067004
http://www.ncbi.nlm.nih.gov/pubmed/21635352
http://dx.doi.org/10.1037/0278-7393.32.4.854
http://www.ncbi.nlm.nih.gov/pubmed/16822153
http://dx.doi.org/10.1037/1082-989X.4.1.44
http://dx.doi.org/10.1016/S1364-6613(02)01961-7
http://dx.doi.org/10.1016/S1364-6613(02)01961-7
http://www.ncbi.nlm.nih.gov/pubmed/12200179

	Verbal Shadowing and Visual Interference in Spatial Memory
	Introduction
	The verbal encoding hypotheses
	The visual interference hypotheses

	Methods
	Participants
	Ethics statement
	Materials
	Procedure
	Design
	Data analysis

	Results
	Verbal encoding
	Visual interference
	Modeling the pointing pattern

	Discussion
	Conclusions
	Acknowledgements
	Author Contributions
	References


