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Abstract

In industrialized countries, the assessment of water quality in rivers remains a timely
topic even though problems of eutrophication have been overcome by wastewater treat-
ment. In particular, hydrophobic organic pollutants that typically sorb to suspended sed-
iments (e.g., PAH), and pharmaceuticals that are not included in regular treatment of
WWTPs have gained environmental concerns. These pollutants occur at concentrations
of nano- to micro-grams per liter in rivers. Continuous monitoring of these compounds
is time- and cost-consuming. A modelling approach is advantageous and necessary to
understand the interacting environmental processes that determine the fate of micropol-
lutants in river systems.

Sediment transport facilitates the transport of PAH, one group of micropollutants of
interest in this thesis. Combining hydrological, hydraulic, and in-stream transport mod-
els can give good insights on sediment sources and transport on the catchment-scale,
which is essential for investigating the fate of PAH. Therefore, I developed such an in-
tegrated sediment transport model to simulate sediment contributions from catchment
and in-stream processes under different flow conditions. The characteristics of surface
runoff essentially control the sediment supply from urban and rural areas. In the mainly
groundwater-fed Ammer catchment, the weak rural surface runoff leads to a small rural
sediment supply. By contrast, urban particles dominate the annual sediment load. The
flow rate and river geometry determine the deposition and remobilization of sediments in
the river. The modelled sediment trapping occurs in very mild reaches of River Ammer.

I extended the integrated sediment transport model to a particle-facilitated pollutant
transport model, which considers PAH interaction between water and sediment. This
model allows to study the source, turnover, and legacy potential of PAH in river systems.
The supply and composition of sediments determine to a large extent the PAH supply to a
river. In the Ammer River, the high proportion of urban particles with high PAH content
results in the dominant supply of PAH from urban areas. In steep reaches, sediment
turnover governs the turnover of PAH, whereas in very mild river segments diffusion of
PAH from the river bed to the mobile water is relevant and reduces PAH turnover times.
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Abstract

PAH legacy occurs in river segments with slow sediment turnover. For River Ammer,
the simulated sediment trapping reaches have acted as secondary PAH source over 10-20
years after the introduction of environmental regulations in the 1970s.

Pharmaceuticals are emitted to rivers by WWTPs due to incomplete removal. I devel-
oped a one-dimensional reactive solute transport model considering transient storage to
investigate the transport and fate of these compounds in the WWTP effluent-impacted
River Steinlach. The degradation processes are substantially affected by the local condi-
tions. Carbamazepine is relatively conservative, sulfamethoxazole is only biodegradable,
while metoprolol and venlafaxine undergo both photo- and bio-degradation. The flow
rate influences the relative transient storage and thus pollutant removal decreases with
increasing flow rates, particularly under low-flow conditions. The combination of tracer
experiments and the Lagrangian sampling approach of pollutants can improve model
calibration and diagnose different attenuation mechanisms.

This thesis aims at understanding major controls of transport of sediments as well as
dissolved and sediment-bound micropollutants in two exemplary rivers to investigate the
long-term fate of sediment-bound micropollutants (PAH) and the transport and trans-
formation dynamics of dissolved micropollutants (pharmaceuticals). While I developed
the models to meet measured data in Rivers Ammer and Steinlach, the framework is
transferable to other small streams that are affected by anthropogenic micropollutants.
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Kurzfassung

In den Industrieländern bleibt die Bewertung der Wasserqualität in Flüssen ein aktuel-
les Thema, auch wenn die Probleme der Eutrophierung durch die Abwasserbehandlung
überwunden worden sind. Insbesondere hydrophobe organische Schadstoffe (z.B. PAK),
welche üblicherweise an suspendiertes Sediment sorbieren und Pharmazeutika, die nicht
in die reguläre Behandlung von Abwasserbehandlungsanlagen (WWTPs) einbezogen
werden sind ein ökologisches Anliegen. Diese Schadstoffe treten in Konzentrationen von
Nano- bis Mikrogramm pro Liter in Flüssen auf. Die kontinuierliche Überwachung die-
ser Verbindungen ist zeit- und kostenintensiv. Der Modellierungsansatz ist zweckmäßig
und notwendig für ein Verständnis der interagierenden Umweltprozesse, die das Verhal-
ten der Mikroschadstoffe von Interesse in Flusssystemen bestimmen.

Sedimenttransport fördert den Transport von PAK, einer Gruppe an Mikroschadstoffen
von Interesse dieser Arbeit. Die Kombination von hydrologischen, hydraulischen und in
Flüssen stattfindenden Transformationsprozessen in einem Transportmodellen kann gute
Einblicke in Sedimentquellen und den Transport auf Einzugsgebietsskala liefern, welche
für die Untersuchung des Verbleibs von PAK essentiell ist. Aus diesem Grund entwickel-
te ich ein solches integriertes Sedimenttransportmodell, um Sedimentbeiträge aus Ein-
zugsgebieten und in Flüssen stattfindenden Transformationsprozessen unter verschiede-
nen Strömungsbedingungen zu simulieren. Die Eigenschaften des Oberflächenabflusses
kontrollieren im Wesentlichen die Sedimentversorgung aus städtischen und ländlichen
Gebieten. In einem überwiegend grundwasserversorgten Ammer-Einzugsgebiet führt der
schwache ländliche Oberflächenabfluss zu einer geringen ländlichen Sedimentversor-
gung, allerdings dominieren urbane Partikel die jährliche Sedimentfracht. Die Fließge-
schwindigkeit und Flussgeometrie bestimmen die Ablagerung und Remobilisierung von
Sedimenten im Fluss. Der modellierte Sedimentfang kommt in sehr sanft abfallendenen
Flussabschnitten des Ammers vor.

Ich habe das integrierte Sedimenttransportmodell zu einem Partikel-förderndes Schad-
stofftransportmodell erweitert, das die PAH-Wechselwirkung zwischen Wasser und Sedi-
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Kurzfassung

ment berücksichtigt. Das Modell erlaubt es, Quellen-, Umsatz- und Altlast-Potenzial von
PAK in Flusssystemen zu untersuchen. Die Materialzufuhr und Zusammensetzung der
Sedimente bestimmen zu einem großen Teil die PAK-Versorgung eines Flusses. In der
Ammer führt der hohe Anteil von urbanen Partikeln mit hoher PAK-Kontamination zu
einer dominierenden PAK-Versorgung aus städtischen Gebieten. In steilen Flussabschnit-
ten bestimmt der Sedimentumsatz den PAK-Umsatz, während in sehr sanft abfallenden
Flussabschnitten die Diffusion von PAK aus dem Flussbett in das mobile Wasser rele-
vant ist und die PAK-Umsatzzeiten reduziert. PAK-Altlasten treten in Flusssegmenten
mit einem langsamen Sedimentumsatz auf. Für den Fluss Ammer haben die simulierten
Sedimentfanggebiete über 10-20 Jahre nach der Einführung von Umweltreglementierun-
gen in den 1970er Jahren als sekundäre PAK-Quelle gedient.

Arzneimittel gelangen durch Kläranlagen aufgrund unvollständiger Beseitigung die-
ser Stoffe in Flüsse. Ich entwickelte ein eindimensionales reaktives Transportmodell für
gelöste Stoffe unter Einbezug des ”Transient Storages”, um den Transport und das Ver-
halten dieser Verbindungen in dem von Abwässern betroffenen Fluss Steinlach zu un-
tersuchen. Die Abbauprozesse werden wesentlich durch die lokalen Bedingungen be-
einflusst. Carbamazepin ist relativ konservativ, Sulfamethoxazol ist lediglich biologisch
abbaubar, während Metoprolol und Venlafaxin sowohl photolytisch als auch biologisch
abbaubar sind. Die Flussrate beeinflusst den ”Transient Storageünd somit die Schadstof-
fentfernung. Diese nimmt mit Zunahme der Strömungsraten ab, insbesondere bei gerin-
gen Durchflussbedingungen. Die Kombination von Tracer-Experimenten und Lagrangian-
Probenahme von Schadstoffen kann die Modellkalibrierung verbessern und verschiedene
Abnahmemechanismen feststellen.

Ziel dieser Dissertation ist ein verbessertes Verständnis der wichtigsten Kontrollme-
chanismen des Transports von Sedimenten ebenso wie von gelösten und partikelge-
bundenen Mikroschadstoffen anhand zwei beispielhafter Flüsse und die Untersuchung
des Langzeitverhaltens partikelgebundener Mikroschadstoffe (PAK) und der Transport-
und Transformationsdynamik gelöster Mikroschadstoffe (Arzneimittel). Obwohl ich die
Modelle zur Erfüllung der Messdaten der Flüsse Ammer und Steinlach entwickelte ist
der Rahmenplan auf andere kleine von anthropogenen Mikroschadstoffen beeinflussten
Flüssen übertragbar.
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Chapter 1

Introduction

1.1 State of Research

1.1.1 Micropollutants

a. Occurrence and Environmental Impacts of Micropollutants

In recent decades, water quality concerns of a river are not only caused by nutrients, but
also provoked by the increasing worldwide occurrence of micropollutants in the aquatic
environment (Luo et al., 2014; Yang et al., 2017; Schwarzenbach et al., 2006). Mi-
cropollutants comprise a vast and expanding group of substances originating from both
anthropogenic and natural processes. As the name suggested, they appear in water at
small concentrations in the range from nano- to micro-grams per liter (Kim and Zoh,
2016; Kim et al., 2007; Barbosa et al., 2016; Torresi et al., 2017). They are also ter-
merd as emerging contaminants, which are bioactive and persistent contaminants that
cannot be fully eliminated by traditional wastewater treatment methods and are not com-
pletely biodegradable (Clara et al., 2005; Tiedeken et al., 2017; Reungoat et al., 2010).
Micropollutants typically include hydrophobic organic pollutants, pharmaceuticals, per-
sonal care products, steroid hormones, industrial chemicals, pesticides and herbicides,
and many other compounds (Verlicchi et al., 2012; Luo et al., 2014; Tijani et al., 2013,
2016). The ”low concentration” and diversity of micropollutants not only complicate
the associated detection and analysis procedures but also create challenges for water and
wastewater treatment processes (Luo et al., 2014).

Micropollutants are produced by diverse processes, and then released to different com-
partments of the environment. The occurrence of micropollutants in aquatic environment
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has received increasing attention (Félix-Cañedo et al., 2013; Verliefde et al., 2007; Kim
and Zoh, 2016). Studies have shown various detection and contamination levels of mi-
cropollutants in the aquatic environment in many countries and regions, which essen-
tially includes studies on influent and effluent of wastewater treatment plants (WWTPs),
surfacer water, groundwater and drinking water (Nam et al., 2014; Chiffre et al., 2015;
Schwientek et al., 2017; Osenbrück et al., 2007; Benotti et al., 2008).

Almost all kinds of micropollutants can be detected in WWTPs because WWTPs re-
ceive domestic and industrial wastewater and also surface runoff during rainfall events
that carry the majority of micropollutants (Köck-Schulmeyer et al., 2013; Prieto-Rodrı́guez
et al., 2013; Margot et al., 2013). The traditional WWTPs are incapable to treat these
compounds, thus the effluent of WWTPs contains various micropollutant residuals. Stud-
ies show significant spatial and temporal variations of micropollutants in WWTP influent
and effluent, which is caused by many factors, e.g., influent composition, metabolism
(excretion rate), and elimination efficacy of wastewater treatment processes (Petrovic
et al., 2009; Luo et al., 2014).

Surface water can be the receiving bodies for micropollutants. In particular, rivers
and streams play significant roles in the transport and fate of micropollutants. The ef-
fluent from WWTPs and direct surface runoff contribute to the input of micropollutants
to rivers and streams, where various attenuation processes take place (Wang and Lin,
2014; Li et al., 2013; Pal et al., 2010). Due to dilution with river water, micropollutant
concentrations are smaller in the river than in the WWTP effluent, so that the proportion
of WWTP effluent to the river flow is a major controlling factor of micropollutants (Gros
et al., 2007). Meanwhile, streams can be temporally sinks or sources of micropollutants
due to the sorption/desorption of pollutants onto sediments. The fate of micropollutants
in the rivers is important for understanding the environmental impacts, e.g., the overall
toxicity of river water. Polycyclic Aromatic Hydrocarbons (PAH) and polychlorinated
biphenyls (PCBs) are widely reported in river sediments (Cui et al., 2016; Fadaei et al.,
2015; Schwientek et al., 2013b; Liu et al., 2013), which demonstrates the importance of
sediment transport hydrophobic micropollutants.

Few studies show that micropollutants are also detected in groundwater (Osenbrück
et al., 2007; Phillips et al., 2015; Manamsa et al., 2016), but groundwater is less con-
taminated with micropollutants than surface water (Vulliet and Cren-Olivé, 2011; Luo
et al., 2014). Lapworth et al. (2012) conducted a literature review indicating that the vast
majority of groundwater resources do not contain micropollutants in concentrations that
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would be considered toxic and/or harmful due to natural attenuation and dilution mech-
anisms. Therefore, the presence of micropollutants is not considered to be significant in
groundwater (Stuart et al., 2012). Few studies tried to address the occurrence of microp-
ollutants in drinking water (Vulliet et al., 2011; Luo et al., 2014). These studies show
that most micropollutants in drinking water undergoing proper treatment were below the
limit of quantitation (Benotti et al., 2008; Huerta-Fontela et al., 2011; Kleywegt et al.,
2011; Luo et al., 2014).

Many micropollutants have been detected in the Ammer and Steinlach Rivers, which
are the two study rivers of this thesis (details about studied rivers are depicted in Sect.
1.2). Table 1.1 shows some of the measured micropollutants in the two rivers.

Table 1.1: Measured micropollutants in the Ammer and Steinlach Rivers

Group Compound River Reference
Carbamazepine

Steinlach River

Diclofenac
Pharmaceuticals Metroprolol

Venlafaxine
Sulfamethoxazole
......
HHCB/HHCB-
lactone

Polycyclic musk
fragrances

AHTN (Schwientek et al., 2016)

OTNE (Guillet et al., 2018)
TCPP

Phosphorus flame
retardants

TDCPP/TDCP

TCEP
Pesticides Mecoprop
Insect repellents DEET
PAH 15 priority PAH

Ammer River
(Liu et al., 2013)

PCBs Some (Schwientek et al., 2013b)

The increasing number of micropollutant occurrences in receiving water bodies have
raised growing concerns on the potential effects of unintended exposure to humans and
ecosystems (Kim and Zoh, 2016; Tijani et al., 2016; Schwarzenbach et al., 2006; Yang
et al., 2017). Despite the low concentrations in aquatic environment, micropollutants
may have adverse impacts on the ecosystem including the following aspects:
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• The residues of pharmaceuticals, personal care products, and some persistent or-
ganic pollutants can eventually enter into the food chain through effluent discharge
and the reuse of treated sewage and sludge for agricultural applications (Yang
et al., 2017; Kim and Zoh, 2016; Rajapaksha et al., 2014; Vithanage et al., 2014).
These exposures can cause persistent bioaccumulation in wildlife, human tissues,
and the ecosystem (Focazio et al., 2008; Tijani et al., 2016). Chronic exposure to
the human body can cause potentially unknown long-term health effects (Boxall
et al., 2012; Yang et al., 2017).

• The eventual presence of endocrine disrupting compounds, such as steroid estro-
gens, in the environment poses a significant potential problem of interference with
the normal function of the endocrine systems of wildlife, and can thus affect repro-
duction and development in wildlife (Manickum and John, 2014; Falconer et al.,
2006).

• Some persistent organic compounds ubiquitously appearing in the aquatic environ-
ment (e.g., PAH) may be potentially toxic, mutagenic, and carcinogenic to human
health and aquatic systems (Aziz et al., 2014; Colombo et al., 2006; Yan et al.,
2004).

b. Source of Micropollutants

Micropollutants may enter the environment via different pathways, influenced by pol-
lutant properties, management and treatment strategies, and implemented regulations
(Barbosa et al., 2016). Depending on the types of micropollutants, i.e., dissolved and
particle-facilitated, main contributions of these compounds to river systems can vary be-
tween point and non-point sources.

The main sources and pathways of micropollutants entering aquatic environment are
described in Fig. 1.1. They can be summarized as follows: (i) WWTP effluent and
overflows of domestic, industrial, and hospital wastewater; (ii) runoff from impervious
surfaces (roads and paved areas in urban regions), agriculture, livestock and aquaculture;
(iii) landfill leachates (Barbosa et al., 2016; Tijani et al., 2016).

Studies have reported that the release of WWTP effluent into river systems is consid-
ered as the main source of pharmaceuticals and personal care products compared with
other sources (Alder et al., 2004; Kasprzyk-Hordern et al., 2009; Phillips et al., 2012;
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Figure 1.1: Representative sources and routes of micropollutants in the environment

Launay et al., 2016). That is because traditional WWTPs are not designed for the treat-
ment of micropollutants (Aristi et al., 2016; Hughes et al., 2012; Pal et al., 2010). Due
to the incomplete removal of these pollutants by WWTPs, the contaminants may at least
partially be released into surface water. A certain fraction, however, is retained and ad-
sorbed onto sewage sludge. The sludge is sometimes used by farmers for agricultural soil
enrichment, but as it may also contain emerging pollutants, this represents another way
how these contaminants get into soil and water (Tijani et al., 2013). Apart from WWTP
discharges, other exposure pathways exist, including animal feeding operations, land-
applied bio-solids, emissions from manufacturing sites, pharmaceutical industries, min-
ing activities, hospitals and health service centres, agricultural practices, irrigation with
wastewater, disposal of unused medicines to landfills, and runoff of veterinary medicines
from hard surfaces in farmyards (Boxall et al., 2012; Agunbiade and Moodley, 2014;
Kidd et al., 2007; Fick et al., 2009; Price et al., 2010).

Rainfall can dilute concentrations of some micropollutants, e.g., pharmaceuticals.
However, rainfall does not always reduce concentrations in rivers, because rainfall events
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could intensify combined sewer overflows, resulting in a higher level of contaminant
discharge and the untreated overflows can directly reach rivers (Luo et al., 2014). For
pesticides and particle-bound micropollutants, e.g., PAH and PCBs, rainfall and sur-
face runoff are identified as the major contributor of the emission to surface water. The
contamination level of these pollutants can be influenced by land use (e.g., rural and
urban areas), features of the land close to the water bodies (soil use, slope, and dis-
tance from water bodies), characteristics of the water bodies (depth and flow rate), crop
type, soil properties, and climatic conditions (temperature, rainfall, moisture and wind)
(Bermúdez-Couso et al., 2013; Luo et al., 2014). Some studies reveal that chemicals
(e.g., bisphenol A and biocides) used in building material (e.g., pavement materials, fa-
cades and roof paintings) may leach during precipitation and accumulate to remarkable
levels in roof runoff and subsequently end up in surface water (Jungnickel et al., 2008;
Schoknecht et al., 2009; Singer et al., 2010; Luo et al., 2014).

In the two studied rivers of this thesis, the focus of investigated micropollutants is
different, i.e., sediment-bound compounds (PAH) in the Ammer River and dissolved
compounds (pharmaceuticals) in the Steinlach River. Because the transport of PAH is
mainly facilitated by sediment transport, the major contribution of PAH to rivers are
sediment-related, e.g., surface runoff induced washoff and WWTP emissions. Such pol-
lutants could have a legacy due to the long-term storages of sediments in the river bed.
By contrast, the dissolved pharmaceuticals are mainly released as solutes by WWTPs
(Schwientek et al., 2016; Guillet et al., 2018).

c. Fate of Micropollutants

The fate of micropollutants in the aquatic systems essentially influences their environ-
mental impacts. Various processes can play roles in the removal of micropollutants in-
cluding temporary removal, e.g., sorption to sediments and retention in slow-moving/stagnant
water bodies and permanent removal, e.g., different natural degradation processes (pho-
tolysis and biodegradation) and artificial treatments. Some processes could contribute to
the attenuation of concentration, e.g., dilution, dispersion and diffusion. Processes that
determine the fate of a micropollutant are typically influenced by individual pollutant
properties. Therefore, in the following I discuss the fate of two types of micropollu-
tants i.e., dissolved micropollutants that can undergo degradation and sediment-bound
pollutants that are persistent.
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For dissolved micropollutants (here focusing on pharmaceuticals), the fate in rivers
and streams is controlled by many processes, e.g., dilution, degradation, and retention
(Kunkel and Radke, 2008; Wang and Lin, 2014; Li et al., 2013). The degree of dilu-
tion is essentially determined by the composition of water flow. With the increase in
the fraction of ”clean water”, the dilution effects become stronger. Degradation mainly
consists of photodegradation and biodegradation, for some micropollutions abiotic hy-
drolysis also plays a role. Photodegradation has been reported as a very important pro-
cess for the attenuation of many pharmaceuticals in natural waters such as antibiotics,
nonsteroidal anti-inflammatory drugs (NSAIDs), -blockers, and chemotherapeutic drugs
(Wang and Lin, 2014; Vulava et al., 2016; Schimmelpfennig et al., 2016; Santoke and
Cooper, 2017). Photodegradation could be affected by shading of trees, turbidity of the
water, and solar radiation intensity. Typically it undergoes a diurnal pattern (Hanamoto
et al., 2013) proportional to the solar radiation. Biodegradation is also supposed to be
an important removal pathway for pharmaceuticals. It is substantially influenced by mi-
crobial activities so that microbial degradation happens in the place that is favorable for
microorganisms. Due to the low abundance of microorganisms in river water, biodegra-
dation mainly occurs in the sediment compartment with high density of microorganisms
(Kunkel and Radke, 2008), which is also known as a part of the hyporheic zone. Stag-
nant water zones are good places for microbial to resident in as well (Burke et al., 2014;
Kunkel and Radke, 2008). To model degradation processes, first-order kinetics are often
assumed with corrections by major environmental factors e.g., temperature and solar ra-
diation intensity (Acuña et al., 2015). The sediment layer of a river and dead water zones
make up of the transient storage zone, which is the ideal place for biodegradation as well
as for temporary retention of pollutants. After entering these places, they slowly leave
to the mobile water, thus the travel time increases and the possibility for biodegradation
increases as well.

For sediment-bound micropollutants (PAH), the processes that control their fate in
river systems are quite different from pharmaceuticals. PAH are normally persistent in
the aquatic system, especially for those with more rings. Degradation processes are seen
insignificant. Due to the strong hydrophobicity and low solubility, sorption of PAH to
suspended sediments and matters can strongly influence their ultimate fate in the envi-
ronment (Patrolecco et al., 2010). Sorption to suspended sediments help the removal
of PAH from rivers to the receiving water bodies, e.g., lakes and oceans (Wang et al.,
2007; Gonzalez-Gaya et al., 2014; Mai et al., 2003), whereas deposition of suspended
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sediments in rivers may take PAH to bed sediments that could be eroded and remobilized
during big events. Because of the strong sorption of PAH to particles, the transport of
PAH from watersheds to river systems and in-stream transport are mainly facilitated by
sediment transport (Van Metre and Mahler, 2003; Rügner et al., 2014a). Many studies
have reported that suspended-sediment concentrations substantially influence the total
PAH concentrations in water (Schwientek et al., 2013a) and suspended sediments from
urban surface runoffs show a very high PAH concent (DiBlasi et al., 2009). Some studies
also show that the atmospheric deposition rate of PAH is higher in urban areas than in
rural regions (Bari et al., 2014; Lang et al., 2007; Liang et al., 2016), which indirectly
indicates urban particles may have a high PAH content. Therefore, the pathways for
sediments entering streams from urban areas are of high importance for the fate of PAH.

1.1.2 Hydrological Models

Understanding water movement and pollutant transport in a catchment is of great im-
portance. However, it is hardly possible to measure temporally and spatially distributed
variables of a system due to high cost and limited techniques (Pechlivanidis et al., 2011).
Hydrological models are developed to simulate the water balance of different compart-
ments of a catchment by considering important hydrological exchange processes.

Hydrological models have become a very useful and popular tool to investigate flow
generation so that hydrologic systems can be well understood. The strength of hydrolog-
ical models is that they can provide output at user required resolutions, which enables
to study the system on different scales. A good hydrological model is the basis to study
pollutant transport. Therefore, having a well verified hydrological model is usually the
first step to understand the whole catchment system.

Understanding the current system and making predictions are both valuable. With
the changing climate and land use, hydrological models have been developed to explore
solutions for sustainable water resources planning, development and management in or-
der to support decision makers and operational water managers (Johnston and Smakhtin,
2014). Hydrological models also receive wide applications to obtain input information
for other coupled models such as studying water quality, hydro-ecology and climate re-
sponse (Liu et al., 2018b; Xu et al., 2017; Teutschbein and Seibert, 2012).
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Classification and Comparision of Hydrological Models

Hydrological models can be classified into different groups according to different clas-
sification systems. Here I discuss two frequently used classification systems. Based on
model structure and applied theory, hydrological models are classified into metric (em-
pirical), conceptual, and physics-based models. Metric models essentially use observed
data to find response functions of studied catchments. They are simple to develop, but
very much rely on the available data, such as unit hydrograph (UH) theory for event-
based catchment-scale simulation (Sherman, 1932; Pechlivanidis et al., 2011) and arti-
ficial neural networks (ANNs) to estimate discharge (Tiwari and Chatterjee, 2010; Seo
et al., 2015). Conceptual-hydrological models can be understood as conceptualizations
of a hydrological system with several components representing interested hydrological
processes. Usually not all of the model parameters have a direct physical meaning (i.e.
they are not independently measurable). This type of models, e.g., the HBV (Hydrolo-
giska Byråns Vattenbalansavdelning) model (Lindström et al., 1997) varies in complexity
by adding storage layers in the model structure, which are used to represent a conceptual
view of the important hydrological features (Pechlivanidis et al., 2011). Physic-based
models consider physical hydrological processes, e.g., evapotranspiration, infiltration,
and different types of flow from catchments using the governing partial differential equa-
tions of motion, which are usually solved by numerical methods with spatial discretisa-
tion. These models, e.g. HydroGeoSphere (Park et al., 2011) and MIKE-SHE (Rujner
et al., 2018), are powerful, but identifying the necessary spatial parameters is difficult.
Another classification system is based on spatial distribution. According to that, hy-
drological models are grouped into lumped models and distributed models. Lumped
models represent catchments by spatially averaged parameters that influence hydrologic
processes. Therefore, uniform parameter sets are used for the computational unit, which
usually is the whole catchment or a sub-catchment so that the variation of spatial charac-
teristics can only be partially included. The number of parameters used in lumped models
is relatively small (Hublart et al., 2016; Carpenter and Georgakakos, 2006). Distributed
models are capable of considering spatial variability by sub-dividing catchments or sub-
catchments into small computational cells. Spatial characteristics, e.g., soil types, land
use and vegetation, can be taken into account (Ibarra-Zavaleta et al., 2017; Beven, 2001;
Brirhet and Benaabidate, 2016). State variables in each computational cell are locally
averaged, the resolution of which depends on the available spatial data. However, obtain-
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ing high-resolution data is difficult, which leads to the development of semi-distributed
models. These models discretize catchments to a degree that can represent the important
features of a catchment, while at the same time require less data and lower computational
costs than fully distributed models (Pechlivanidis et al., 2011; De Lavenne et al., 2016).

In this section, I use the second classification system to compare lumped and dis-
tributed hydrological models.

As mentioned above, lumped models are used on the catchment or sub-catchment
scale. The water balance is the basis, which is calculated for each water storage unit at
every computational step. I take the HBV model (Lindström et al., 1997) as an example.
The water balance is computed as follows:

P−ET −Q =
d
dt

(SM+Storage) (1.1)

in which P is precipitation, ET is evapotranspiration, Q is discharge to rivers, SM rep-
resents soil moisture, and Storage is water storage in each storage unit. Discharge from
each storage layer is linearly relying on the amount of water in each layer.

Distributed models compute the spatial distribution of state variables. Different equa-
tions are used for surface and subsurface flow. MIKE-SHE (Ping et al., 2017; Rujner
et al., 2018) is taken as an example. It uses the diffusive wave approximation of the Saint
Venant equations to calculate the overland flow. Richards equation is used for the unsatu-
rated zone, whereas Darcy’s law and continuity equations are used for the saturated zone:

∂hsur f

∂ t
+

∂ (uhsur f )

∂x
+

∂ (vhsur f )

∂y
= q (1.2)
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(1.4)

in which the horizontal plane coordinates are (x,y), the ground surface level is z, the
surface flow depth is hsur f , the overland flow velocities in the x- and y-directions are u

and v, respectively, and q represents overland flow per unit area. θ is volumetric water
content, K(θ) is unsaturated hydraulic conductivity, and E(z) is a root extraction sink
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term. h is hydraulic head, Kxx, Kyy, Kzz are hydraulic conductivities in the x−, y− and z

directions, respectively, L is a source or sink term, and S is the specific storage coefficient.

Pechlivanidis et al. (2011) and Devia et al. (2015) compared lumped and distributed
models, which I extended in Table 1.2 to show differences between these two types of
models.

Table 1.2: Comparisons of lumped and distributed models

Items Lumped models Distributed models
Short description bucket or grey box models physics-based or white box

models
Principle water balance and empirical

equations are used for each
reservoir or bucket with or
without physical meanings

physical-based partial differen-
tial equations e.g., Saint Venant
equations, Richards equation,
and Darcy’s law are used for
spatially distributed variables

Parameters obtained through calibration,
usually without physical mean-
ing

can be theoretically obtained
from observations, but are typi-
cally calibrated

Data requirement meteorological and discharge
data are essential

spatial data e.g., soil char-
acteristics, land use, vegeta-
tion, hydraulic head distribu-
tion, hydraulic conductivity are
required

Advantages simple to develop, less compu-
tational effort, less spatial data
requirement

parameters have physical
meaning and can be measured,
models are valid for a large
range of situations

Disadvantages parameters have hardly any
physical interpretation

large computational effort,
large spatial data requirement.

Models HBV model, TOPMODEL MIKE-SHE, HGS, parflow,
OpenGeoSys

1.1.3 Water Quality Models

Drinking water is supplied from groundwater and surface water bodies. The quality of
these water resources is crucial for drinking water supply. Furthermore, water quality
influences the organisms that live in rivers, lakes and oceans, e.g., fish, and thus impacts
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the ecosystem. With demographic and economic growth, more wastewater pollutants are
produced and emitted to the receiving water bodies (Wang et al., 2013). Nowadays, apart
from nutrients, other new pollutants have been detected in waters that may deteriorate
water quality such as pesticides (Chen et al., 2017), pharmaceuticals (Burns et al., 2018)
and microplastics(Cole et al., 2015).

Natural water systems are very complicated and environmental factors can influence
water quality in different aspects. Pollutant loads entering water systems may exceed
the self-purification capacity. The transport and fate of pollutants in the water systems
are important for water quality management (Yuceer and Coskun, 2016; Tsakiris and
Alexakis, 2012). However, it is time- and cost-consuming and hardly feasible to measure
water quality with high spatiotemporal resolution (Wang et al., 2013). Water quality
models can be effective tools to simulate and predict pollutant transport and fate in water
environment (Álvarez-Romero et al., 2014; Wang et al., 2013), they can therefore support
water protection measures.

The governing equations vary among different kinds of water quality models. In gen-
eral, to capture the main water quality processes, water quality models need hydrologic
and hydraulic information representing flow processes. Conservation equations are fun-
damental, and the advection-dispersion-reaction equation is normally used, which could
include biological and chemical reactions. In water quality models, analytical solutions
can be obtained only for some simplified water systems. Due to the complexity of the
system, numerical methods are widely used to solve the governing equations of the water
quality variables in time and space.

Classification of Water Quality Models

Since water quality models are effective tools for water resources management, various
models have been developed to simulate the fate and transport of different kinds of pollu-
tants. Based on the model structure, water quality models can be classified into empirical,
conceptual, and mechanistic models, which is similar to the first classification system of
hydrological models. Empirical water quality models are usually black-box models. The
principle is to find the relationship between the interested water quality variables and
some state variables that can be easily measured. Then the relationship can be used
for prediction by transferring the easily measured variables to the target variable, an ex-
ample being online probe measurements of turbidity as the proxy for the concentration
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of total suspended sediments (Rügner et al., 2013; Schwientek et al., 2013b; Al-Yaseri
et al., 2012). The key problem of empirical relationships is they only hold for the in-
vestigated system in the range of the observed values so that the transferability is not
guaranteed. Conceptual water quality models capture main features of the system, which
could take advantages of other models as an ensemble so that the problem of computa-
tional costs is solved. The study domain can also be conceptualized based on the scale.
To some extent, conceptual water quality models perform quite well or even better than
some mechanistic models (Sabiha et al., 2014; Nguyen et al., 2018). However, water
quality variables are not independent, the change of one variable could affect a series
of other water quality variables. This requires models that can represent the complex
system. Mechanistic water quality models consider interactions of different processes to
understand the whole mechanism that governs the change of various water quality vari-
ables. This kind of models helps to understand the key processes that affect water qual-
ity and provide predictive capabilities under changing climate and land use. The second
classification is according to the modelled pollutants, i.e., nutrients (Caille et al., 2011;
Álvarez-Romero et al., 2014), sediments (Liu et al., 2018b; Nerantzaki et al., 2015),
heavy metals (Liu et al., 2007; Sámano et al., 2014) and emerging organic pollutants
(Zhu et al., 2019; Osorio et al., 2012). Because of the differences in pollutant properties,
the model structure and main processes vary substantially. Regarding the simulated wa-
ter bodies, water quality models are classified into groups for rivers, lakes and reservoirs,
estuaries and oceans, and groundwater. Hydraulics are crucial for modeling river water
quality because advection, dispersion, sediment erosion and deposition depend on flow.
River water quality models deal with transport and transformations of pollutants in the
river system, meanwhile the exchange with atmosphere, sediment and groundwater can
be of high importance for some kinds of pollutants (Liu et al., 2018b; Doll and Frimmel,
2003). For modelling suspended sediments in rivers, a surface runoff model is necessary
(Liu et al., 2018b). Estuaries are connection zones between rivers and oceans. Thus to
model estuaries, the transition from inland river system to tide-affected zones should be
included. Hydrodynamics in estuaries is quite different to that in rivers and important for
simulating water quality (Liu et al., 2018a). Here salinity is a special variable that is dif-
ferent from modelling in freshwater systems (Chao et al., 2017). Compared to rivers and
lakes, tides are the most important transport mechanisms in coastal waters and oceans.
Water in lakes and reservoirs is less dynamic. The temperature gradient in the vertical
direction is important for mixing transport, and transformation of pollutants. Lakes and
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reservoirs can be sinks for many pollutants (Denis et al., 2012; Van Metre and Mahler,
2014). Nowadays lake models are widely used to study the eutrophication in develop-
ing countries (Liu et al., 2009b). The contamination of groundwater is of increasing
concern since the remediation of groundwater system is very difficult. The groundwater
quality models are used to simulate pollutant transport and high contaminated spots for
groundwater resources management (Arias-Estévez et al., 2008; Aisopou et al., 2015).

This thesis focuses on water quality modelling in river systems. Some widely used
river water quality models are summarised in Table 1.3.

1.2 Studied Rivers

1.2.1 The Ammer River

The Ammer River is a tributary to the River Neckar within the Rhine basin, located in
southwest Germany (Fig. 1.2). It is approximately 12 km long with a mean discharge
of 1 m3s−1 at the Pfäffingen gauging station. It has two major tributaries, the Kochhart
and Käsbach streams and flows through several small cities, e.g., Herrenberg, Gültstein,
Altingen, Reusten, Poltringen, and Pfäffingen with a population density of around 600
inhabitants per square kilometer (Liu et al., 2013). No intensive industries exist within
the catchment, implying no intensively industrial point sources for pollutant emissions.
The studied river reach drains a catchment of approximately 130 km2 dominated by agri-
cultural land use that accounts for 67 % of the total area. The hydrogeology is dominated
by the middle-Triassic Upper Muschelkalk limestone formation which forms the main
karstified aquifer (Selle et al., 2013). In this catchment, annual precipitation is 700−800
mm. Two WWTPs, Gäu-Ammer and Hailfingen, also contribute flow, suspended sedi-
ments, and pollutants to the Ammer River. During dry weather conditions, the discharge
of WWTP Gäu-Ammer is 0.10−0.12 m3s−1, and the effluent turbidity is approximately
3 NTU (Nephelometric Turbidity Units). The WWTP in Hailfingen is comparatively
small with flow rates of 0.012− 0.015 m3s−1, and its turbidity is in the same range as
that of the WWTP Gäu-Ammer.

With the exception of a small stripe at the north-eastern boundary of the Ammer catch-
ment, highlighted by the forest land-use in Fig. 1.2, the topography of the catchment is
only slightly hilly (with mean slope of 4.2 degrees), which agrees with the bed rock
being a carbonate platform, partially overlain by upper Triassic mudstones and loess.
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Table 1.3: Comparisons of river water quality models

Models Dimension Simulated pollutants Characteristics
Streeter-Phelps 1D DO, BOD focus on oxygen balance

and first-order decay in
one-dimensional steady-
state

QUAL2K 1D nutrients, algae steady state hydraulics,
could include tributaries

HSPF 1,2,3D sediment, nutrients, toxic
organic pollutants

combine watershed hy-
drology and water qual-
ity, allow the integrated
simulation of land and
soil contaminant runoff
processes with in-stream
hydraulic and sediment-
chemical interactions

EFDC 1,2,3D sediment, nutrients, met-
als, hydrophobic organic
pollutants

provide good grid meth-
ods to describe physical
characteristics of a wa-
terbody, allow for drying
and wetting in shallow ar-
eas

SWAT 1,2D sediment, heavy metals,
nutrients, pesticides, bac-
teria

good for simulation in ru-
ral areas, physically based
but computationally effi-
cient

SWMM 1,2D sediment, heavy metals,
nutrients, user-defined
pollutants

good for sediment and
pollutant buildup-washoff
process, primary for ur-
ban areas

HEC-RAS 1,2D sediment, nutrients, algae could provide detailed
hydraulic simulation in
terms of different flow
regimes for natural river
profiles

Soils are dominated by luvisols on loess with mostly high probability of deep infiltra-
tion and low risk of soil erosion according to the state geological survey of the state of
Baden-Württemberg (LGRB, http://maps.lgrb-bw.de).
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In the Ammer catchment, Schwientek et al. (2013a) and Rügner et al. (2014b) have
investigated the relationship between total suspended sediment concentrations and tur-
bidity, and Schwientek et al. (2013a) established the relationship between hydrophobic
organic pollutants and turbidity and urbanity of the catchment. However, a sediment
transport model and a particle-facilitated pollutant transport model are still lacking. To
develop these models, I divided the Ammer catchment into 14 sub-catchments using
the watershed delineation tool of the Better Assessment Science Integrating point &
Non-point Sources (BASINS) model (see Fig. 1.2) based on its digital elevation model
(DEM). Table 1.4 shows the proportions of different land-use types and the areas of each
sub-catchment.

Figure 1.2: Location of the Ammer catchment and its sub-catchments, rivers and land-
use. The numbers show identifiers (ID) of 14 sub-catchments that are characterized in
more detail in Table 1.4. Two red regular pentagons represent two WWTPs in the study
domain. The red triangular indicates the gauge at the catchment outlet.

1.2.2 The Steinlach River

The Steinlach River is located in Tübingen in southwestern Germany (Fig. 1.3), which
is a 4th-order tributary of the Neckar River within the Rhine Basin. It receives wa-
ter from a WWTP named Abwasserverband Steinlach-Wiesaz and from the 140 km2

hilly catchment (details about the catchment can be found in Schwientek et al. (2016)
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Table 1.4: Properties of the Ammer sub-catchments.

ID of Area of Urban area Agriculture* Forest
subcatchment subcatchment [km2] [km2] [km2] [km2]

1 12.70 3.78 7.80 1.13
2 8.13 0.70 6.06 1.38
3 13.53 2.47 8.13 2.92
4 11.15 1.19 8.70 1.25
5 3.97 0.46 1.62 1.89
6 11.80 1.53 7.69 2.59
7 17.12 3.30 10.65 3.16
8 10.10 2.41 6.74 0.95
9 6.14 0.66 5.48 0.00

10 4.55 0.50 3.87 0.18
11 7.74 0.05 7.39 0.30
12 8.66 1.04 6.73 0.89
13 8.36 0.21 3.39 4.76
14 6.60 0.58 3.66 2.35

Area of land use [km2] 130.54 18.87 87.92 23.75
Proportion of land use [%] 100 14.45 67.35 18.19

*The agricultural land in the Ammer catchment is dominated by non-irrigated arable
land (80.2 % of the total agricultural areas), the crop of which is mainly cereals with
annual rotation, and complex cultivation land (e.g., vegetables, 17.5 %). The rest (2.3
%) is principally agricultural area with natural vegetation. Therefore, we summarize
the three types of arable land and use the same parameterization to estimate soil
erosion.

and Guillet et al. (2018)). The mean discharge is 1.84 m3s−1 (http://www.hvz.baden-
wuerttemberg.de). The WWTP (red pentagon in Fig. 1.3) treats an inhabitant equivalent
of 99000 including domestic and industrial wastewater, which releases the mean efflu-
ent of 0.26 m3s−1 to the river. The Steinlach river is very dynamic, the flood of 2-year
return period reaches 38.4 m3s−1, whereas during the dry weather season the flow rate
can drop to 0.1-0.2 m3s−1. This makes the pollutant concentration and the removal of
organic compounds in the river quite different under different flow conditions. In par-
ticular, when the discharge is very small, the influence of WWTP may be substantially
amplified. The average bed slope of the river is 7 ‰ and the bed material is mainly com-
posed of medium sized gravel to larger cobbles (Schwientek et al., 2016). Some even
larger stones also exist in the channel. It makes the transient storage (mainly hyporheic
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zone and stagnant pools) more important when the flow rate is very small.

In the Steinlach river, Schwientek et al. (2016) have applied tracer tests and La-
grangian samplings to assess persistence and transport characteristics of micropollutants,
and Guillet et al. (2018) used transfer functions to interpret the fate and removals of mi-
cropollutants. However, a solute reactive transport model is lacking for in-depth under-
standing of the processes controlling the fate of dissolved micropollutants.

Figure 1.3: Schematic map of the studied river segment showing the river location, tracer
injection site and measuring stations (MS1-MS4) of tracer and pollutants.

1.3 Motivation of the Thesis

In industrialized countries, water quality concerns of a river have shifted from nutri-
ents and industrial contaminants to micropollutants in recent years, e.g., persistent com-
pounds (such as PAH and PCBs) and pharmaceuticals. As reviewed in Sect. 1.1.1, they
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potentially have adverse effects on aquatic systems and humans (Gelsleichter and Szabo,
2013; Grabicova et al., 2017; Yan et al., 2004). Understanding the transport and fate of
these contaminants is of great importance.

Persistent compounds are typically hydrophobic and strongly sorb to particles. In ur-
banized and industrialized regions, they are mainly emitted via anthropogenic activities
(Zhang et al., 2009; Schwientek et al., 2017). Pharmaceuticals appear in streams typ-
ically at concentrations in the nanogram-per-liter range (Li et al., 2016; Acuña et al.,
2015), which are mainly released by WWTPs (Musolff et al., 2009; Phillips et al., 2012;
Launay et al., 2016) since pharmaceuticals are currently not the target of routine wastew-
ater treatment. Because the input of micropollutants to rivers is temporally variable and
the transport processes are substantially affected by river discharge, the thorough un-
derstanding of micropollutant dynamics requires mechanistic numerical models of flow,
sediment transport, particle-facilitated pollutant transport, and reactive solute transport.

Transport of PAH in rivers is mainly facilitated by sediment transport (Van Metre
and Mahler, 2003; Rügner et al., 2014a). Particles with different origins essentially
determine the contamination level of PAH, which are redistributed in the river channel.
Without a sediment transport model considering catchment and in-stream processes, the
fate of PAH cannot be understood. The linear relationship between suspended-sediment
concentrations and turbidity was reported to be robust in the Ammer River (Rügner et al.,
2013, 2014b), which allows to feasibly validate a sediment transport model that is the
basis for PAH transport. To further understand the behavior and fate of PAH in a river
system, the partitioning of PAH between water, suspended sediments, and bed sediments
is necessary. Due to the environmental regulation in 1970s, continuous declines of PAH
emissions was observed (Lima et al., 2003; Purcaro et al., 2013; Shen et al., 2011),
however the legacy of PAH in rivers is not clear.

With improved analytical methods, compounds at very small concentrations have
come into the focus of water-quality monitoring (Schwarzenbach et al., 2006). But only
few reactive-transport models exist for micropollutants in streams (Riml et al., 2013),
such as for pharmaceuticals. The river discharge is a mixture of WWTP effluents and
water from the catchment, which controls the river hydrodynamics and thus substan-
tially affects transport and degradation of contaminants within the river (Cranswick et al.,
2014; Lewandowski et al., 2011). Under low-flow conditions, the fraction of WWTP ef-
fluents to the total river discharge becomes larger, then flow and pollutant transport may
behave differently than under medium to high flow conditions e.g., the ratio of stagnant
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water and hyporheic zones to the mobile water increases. Degradation processes and
pollutant removals may change as well. Reactive transport models with tracer experi-
ments could provide possible ways to quantitatively investigate the attenuation processes
of dissolved micropollutants in rivers.

Understanding the long-term fate of sediment-bound micropollutants (e.g. PAH) and
the transport and transformation dynamics of dissolved micropollutants (e.g. pharmaceu-
ticals) is useful to develop appropriate river management strategies and provides insights
to evaluate their environmental exposure to river systems.

1.4 Objectives

In this PhD thesis, I want to use a modelling approach to understand the complex en-
vironmental processes that determine sediment transport and the fate of micropollutants
of interest in river systems. Through this dissertation, I want to achieve the following
objectives:

• I will develop numerical models as the basis to investigate chemical fate in river
systems. First, develop an integrated sediment-transport model that is able to cap-
ture different sediment production processes, i.e., surface runoff related soil ero-
sion in rural areas and particle build-up and wash-off in urban areas and that can
also differentiate bed and bank erosion within the river channel based on river hy-
draulics. Then, extend it to a particle-facilitated pollutant model that is able to
estimate PAH input to a river from different origins and simulates dissolved, sus-
pended sediment-bound, and bed sediment-bound PAH. Third, propose a reactive
transport model with transient storage that differentiates different attenuation pro-
cesses in mobile water and transient storage zones and can be used to estimate
pollutant removals.

• I want to understand the combined contributions from catchment and in-stream
processes to suspended-sediment transport by using the integrated sediment trans-
port model, which allows to study the fate of sediment-bound PAH. Specifically,
I will answer what are the main contribution processes to annual suspended sed-
iment load in the groundwater-fed Ammer catchment, how does flow conditions
influence the contributions of catchment and in-stream processes to sediment trans-
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port, and where are hotspots of bed erosion located and what is the controlling
factor.

• I will investigate the fate of the sum of 15 priority PAH in the Ammer River to
answer the following research questions: what is the main contribution process to
the annual PAH load, what are the turnover differences between bed sediments and
attached PAH and how does sediment turnover affect PAH turnover, whether the
PAH legacy exists in the Ammer River and where are the locations and how long
would it last.

• I will model the fate of some representative pharmaceuticals in the Steinlach River
by combining tracer experiments and the proposed modelling approach and an-
swer the following research questions: how does river hydraulic parameter change
with flow rates and how do flow rates affect transient storage related parameters,
what are the main attenuation processes and removal rates of the representative
pharmaceuticals, and how do flow rates affect the pharmaceutical removals.

1.5 Outline of the Thesis

In this PhD dissertation, I developed sediment and pollutant transport models, and ap-
plied these numerical simulation models to investigate the fate of two different kinds of
micropollutants, i.e., sediment-bound (PAH) and dissolved (representative pharmaceuti-
cals). The dissertation is outlined as follows:

• Chapter 1: A general introduction is presented in this chapter. It reviews mi-
cropollutants from the following aspects: describing their occurrence and envi-
ronmental impacts, listing the main sources for different types of micropollutants,
and comparing the effects of different processes on the fate of micropollutants.
This chapter also provides an overview of hydrological and water-quality models,
which describes model application and classification and shows the comparison of
widely used models. The studied rivers, i.e., the Ammer and Steinlach Rivers are
described in details. This chapter provides the basic information for the following
chapters to understand the processes controlling the fate of the studied micropol-
lutants. This chapter also describes the motivation and objectives of this thesis.
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• Chapter 2: This chapter depicts the fundamental knowledge that is used to de-
velop appropriate models in this thesis so that the behaviors of studied contam-
inants can be well reproduced. It presents a catchment hydrological model to
predict discharge, describes the theory of quasi-steady state flow implemented in
HEC-RAS to obtain river hydraulics, proposes an integrated sediment transport
model to simulate sediment production from catchment and sediment transport
in streams, extends the sediment transport model to the particle-facilitated pollu-
tant model that considers dissolved, suspended sediment-bound, and bed sediment-
bound PAH, and presents a one-dimensional reactive transport model for a stream
considering the exchange of pollutants between the main channel (continuous
flow) and the transient storage zone (hyporheic zones and stagnant water). This
chapter also shows methods that are used for parameter estimation.

• Chapter 3: In this chapter, the parameters for generations of sediments in the
catchment and for sediment transport in the river are calibrated and validated. Then
the integrated sediment transport model is applied to the Ammer catchment to
investigate the annual and monthly suspended-sediment load, to analyze the main
processes for sediment contributions, to model the effects of flow rates on different
processes, and to identify potential sediment trapping areas, which is important to
address the legacy problems of PAH in chapter 4. This model is the basis for
developing the particle-facilitated pollutant transport model to understand the fate
of sediment-bound micropollutants in chapter 4.

• Chapter 4: This chapter describes details of PAH production from the catchment
and transport in the River Ammer. Based on the integrated sediment transport
model, the particle-facilitated pollutant transport model is verified. The validated
model is then applied to investigate the annual PAH contribution from wet and dry
seasons, in dissolved and sediment-bound forms, and from different processes, to
calculate the mean turnover time of sediments and attached PAH in order to find
the controlling factor for PAH turnover along the river, to understand the function
of bed sediments on PAH transport under different flow conditions, and to simulate
the legacy potential of PAH after the introduction of environmental regulations in
the 1970s.

• Chapter 5: This chapter presents the model settings and calibration of the one-
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dimensional reactive transport and transient storage model. Combined with day
and night tracer experiments, the model is used to differentiate photodegration and
biodegradation. It is fitted to time series of tracer concentrations in order to ob-
tain river hydraulic parameters. Then the model is applied to the WWTP-affected
Steinlach River to investigate the main degradation processes and the removal of
representative pharmaceuticals, and to study the effects of flow rates on pollutant
removals.

• Chapter 6: This chapter summarizes the main conclusions of the PhD thesis, and
proposes topics for future studies.
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Chapter 2

Methods

The content in this chapter contains materials published in ”Liu, Y., Zarfl, C., Basu, N.

B., Schwientek, M., and Cirpka, O. A. (2018). Contributions of catchment and in-stream

processes to suspended sediment transport in a dominantly groundwater-fed catchment.

Hydrology and Earth System Sciences, 22(7), 3903-3921.” and materials submitted in

”Liu, Y., Zarfl, C., Basu, N. B., and Cirpka, O. A. (2019). Turnover and legacy of

sediment-associated PAH in a baseflow-dominated river. Science of the Total Environ-

ment.”

This chapter introduces models and fundamental theories that are used for investigat-
ing the fate of micropollutants in chapters 3-5. They include the catchment hydrological
model, the river hydraulic model, the sediment transport model, the particle-facilitated
pollutant transport model, and the reactive solute transport model. The methods used for
parameter estimation are also described here.

2.1 Catchment Hydrological Model

The hydrological model provides the water fluxes needed for modelling sediment trans-
port and water quality in rivers. To account for the special base-flow behavior of the
Ammer River (Sect. 1.2.1), I developed a catchment-scale hydrological model based on
the HBV model (Lindström et al., 1997). It is composed of three storage zones in the ver-
tical direction with a quick recharge component and an urban surface runoff component
(Fig. 2.1). This model considers three different types of land use: urban area, agriculture
and forest. For the urban area, effective urban areas (e.g., roads and roofs) and inef-
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fective urban areas (e.g., parks and gardens) are differentiated. Detailed processes are
shown below.

Figure 2.1: The hydrological model of the Ammer catchment with three storage zones
(soil moisture, subsurface storage and groundwater storage), a quick groundwater
recharge and an urban surface runoff component.

The effective urban area is used for urban surface runoff component, the ratio is cal-
culated by:

re f f = Ae f f /Aurb (2.1)

in which re f f [−] is the ratio of effective urban area over total urban area, Ae f f [km2] and
Aurb [km2] represent the areas of effective and total urban area, respectively.

The effective precipitation to the subsurface storage for agriculture, forest and ineffec-
tive urban area is calculated by:

Pe =

(
SM
FC

)α

P (2.2)

in which Pe [mmd−1] indicates effective precipitation, P [mmd−1] is total precipitation,
SM [mm] and FC [mm] are soil moisture and the maximum soil storage capacity, respec-
tively, the exponent α [−] is a shape factor.
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The long-term monthly mean evapotranspiration is used to calculate the actual evapo-
transpiration with a temperature adjustment.

Let = FCcet (2.3)

ETt = [1+ ct(T −Tm)]ETm (2.4)

ETa =

ETt i f SM ≥ Let

SM
Let ETt SM < Let

(2.5)

in which Let [mm] is a threshold for maximum evapotranspiration, cet [−] is a factor to
calculate Let . ETt [mmd−1] represents the maximum evapotranspiration at temperature
T [◦C]. ETm [mmd−1] and Tm [◦C] indicate long-term monthly mean evapotranspiration
and long-term monthly mean temperature, respectively, ct [

◦C−1] is a temperature adjust-
ment factor. ETa [mmd−1] represents actual evapotranspiration, which reaches maximum
evapotranspiration when soil moisture is greater than the threshold for maximum evapo-
transpiration. Otherwise, it increases linearly with soil moisture.

The top storage layer, soil moisture, is calculated by:

dSM
dt

= P−Pe−ETa (2.6)

in which dSM
dt [mmd−1] represents the rate of change of soil moisture. It is used for

agriculture and forest. The change of soil moisture is urban area is dSM
dt (1− re f f ) since

precipitation on the effective urban area is assumed to directly become urban surface
runoff.

The surface runoff in the effective urban area, overflow and interflow are calculated
by:

qe f f urb = P (2.7)

qo f =

0 i f Sup < Lo f

ko f (Su p−Lo f ) i f Sup ≥ Lo f

(2.8)
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qi f = ki f Sup (2.9)

qb f = kb f Sgw (2.10)

in which qe f f urb [mmd−1] is surface runoff in the effective urban area. qo f [mmd−1] rep-
resents overflow when the subsurface storage Sup [mm] exceeds the overflow threshold
Lo f [mm]. It is used for agriculture, forest and ineffective urban area. qi f [mmd−1] repre-
sents interflow. ki f [d−1] is a rate constant. qb f [mmd−1] represents base flow, Sgw [mm] is
groundwater storage, and kb f [d−1] is a base flow recession coefficient.

The two equations below are used to calculate percolation and quick recharge:

qperc = kpercSup (2.11)

qqr =

0 i f Sup < Lqr

kqr(Sup−Lqr) i f Sup ≥ Lqr

(2.12)

in which qperc [mmd−1] represents percolation from soil moisture to the subsurface stor-
age. kperc [d−1] is a rate constant. qqr [mmd−1] represents quick recharge, which occurs
when subsurface storage reaches the threshold Lqr [mm] of quick recharge. kqr [d−1] is a
rate constant.

The subsurface storage and groundwater storage are calculated by:

dSup

dt
=

Pe−qperc−qqr−qo f −qi f agriculture and forest

Pe(1− re f f )−qperc−qqr−qo f −qi f urban area
(2.13)

dSgw

dt
= qperc +qqr−qb f (2.14)

in which dSup
dt [mmd−1] is the rate of change of subsurface storage. In the urban area,

only precipitation in the ineffective area contributes to recharge to the subsurface storage.
dSgw

dt [mmd−1] represents the rate of change of groundwater storage.
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2.2 River Hydraulic Model

One focus of this thesis is on the behavior of sediment-bound pollutants (PAH) in a river.
River hydraulic information including river stage, cross-sectional area, velocity, and bot-
tom shear stress are essential for the transport of sediments and attached pollutants. Some
existing models (Morgan et al., 1998; Neitsch et al., 2011) use simplified cross sections
to estimate average hydraulics, which may be feasible in estimating annual sediment and
pollutant load. However, such approaches neglect detailed information, e.g., variable
velocity and bottom shear stress, which are very important to simulate the dynamics of
sediments and attached pollutants in a river since they control the onset of longitudi-
nally variable deposition and erosion (Zhang and Yu, 2017; Siddiqui and Robert, 2010).
In particular, various sediment and particle-facilitated transport models require detailed
river hydraulics regarding cross sections along a river so that the immobile sediments
and pollutants in the river bed can be coupled with the transport in the mobile phase.

The Hydrologic Engineering Center’s River Analysis System (HEC-RAS) (Brunner,
2016) is widely used to simulate river hydraulics and can further be used for sediment
transport. HEC-RAS accepts any shapes of river cross sections, if detailed profile data
is available. HEC-RAS solves full one-dimensional St. Venant equations for any given
river profiles depending on the user defined flow characteristics. It also provides several
modes for simulating different flow regimes i.e., sub-critical, super-critical and mixed
flow including cases with changes in flow regimes under different boundary conditions.
The built-in algorithms e.g., geometry interpolation help to obtain the necessary spa-
tial resolution. HEC-RAS yields the water-filled cross-sectional area, water depth, flow
velocity, and shear stress and other useful information. With these detailed hydraulic
parameters, the in-stream processes for sediment and pollutant transport can be well ad-
dressed.

2.2.1 Theory

HEC-RAS computes one-dimensional water profiles and related parameters for gradually
varying steady and unsteady flow. The theory described in this section is mainly adopted
from the reference manual of HEC-RAS (Brunner, 2016).

The gradually varying steady flow is mainly computed by solving the energy equation
with an iterative procedure called the standard step method. However, when the transition
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of flow regimes between subcritical and supercritical occurs or the mixed flow regime is
applied, the energy equation is not applicable, and the momentum equation must be
solved. The energy equation reads as:

Z2 +Y2 +
a2V 2

2
2g

= Z1 +Y1 +
a1V 2

1
2g

+he (2.15)

in which indices 1 and 2 refer to two subsequent cross-section, Z1 [m] and Z2 [m] are the
corresponding elevations of the main channel bed; Y1 [m] and Y2 [m] represent average
depths of water at the cross sections; V1 [ms−1], V2 [ms−1] indicate average velocities
(total discharge/ total flow area); a1 [−] and a2 [−] are velocity weighting coefficients;
g [ms−2] is the gravitational acceleration constant; and he [m] is the energy head loss due
to friction and contraction or expansion.

The energy head loss is calculated as follows:

he = LS̄ f +C
∣∣∣∣a2V 2

2
2g
−

a1V 2
1

2g

∣∣∣∣ (2.16)

in which L [m] is discharge weighted reach length; S̄ f [−] is the representative friction
slope between two sections (see below), and C [m] represent expansion or contraction
loss coefficient.

HEC-RAS subdivides the cross section according to the change of Manning’s rough-
ness coefficient. Then the total conveyance and velocity coefficient are determined.
Within each subdivision, Manning’s equation is used:

Q = KS1/2
f (2.17)

K =
1
n

AR2/3 (2.18)

in which K[m3s−1] is conveyance, n[−] is Manning’s roughness coefficient, A [m2] is flow
area, and R [m] is the hydraulic radius (area / wetted perimeter).

When computing gradually varying unsteady flow, the one-dimensional St. Venant
equations are used, the momentum equation of which is also applied for solving flow
transitions. Some assumptions should be fulfilled: (i) one-dimensional flow of an incom-
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pressible fluid (water in this case) with negligible vertical accelerations; (ii) the bottom
slope of the channel is small; and (iii) the resistance can be described by Manning’s and
Chezy’s equations. The one-dimensional St. Venant equations consist of continuity and
momentum equations:

∂AT

∂ t
+

∂Q
∂x

+ql = 0 (2.19)

∂Q
∂ t

+
∂QV
∂x

+gAT

(
∂ z
∂x

+S f

)
= 0 (2.20)

in which AT [m2] and ql[ms−1] denote total flow area and the lateral inflow per unit length.

2.2.2 Quasi-Steady State Flow

HEC-RAS provides an option to compute quasi-steady state flow, which is beneficial for
sediment transport. Because the simulation of unsteady state flow requires much more
computational time. The quasi-steady state simplifies the flow calculation by approx-
imating a continuous hydrograph with a series of discrete steady flow profiles. During
each discrete time window, flow remains constant so that the computation is faster. I have
used this hydrodynamic simplification to obtain river hydraulics for sediment transport
and further for particle-facilitated pollutant transport.

For sediment transport, each discrete steady flow can be subdivided upon the tempo-
ral resolution of the simulation. They are defined in HEC-RAS as flow duration and
computation increment (Fig. 2.2).

The flow duration is the coarsest time step, which represents the length of time over
which all hydraulic parameters stay constant. This is normally determined by the tempo-
ral resolution of the measured river discharge. The computational increment is achieved
by subdividing the flow duration, which is a shorter block of time for computing sedi-
ment transport. Even though the hydraulic parameters remain the same during the flow
duration, it is necessary to achieve the temporal resolution for sediment transport.
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Figure 2.2: Flow duration and computation increment of quasi-steady flow in HEC-RAS.

2.3 Sediment Transport Model

Based on the catchment-scale hydrological model and the river hydraulic model, I pro-
pose an integrated sediment-transport model (Fig. 2.3), which considers sediment gen-
erating from urban and rural areas of the catchment and in-stream transport processes.
Mobilization of particles from different sources varies substantially, e.g., input of urban
particles depends on build-up and wash-off processes, rural particles rely on soil erosion,
whereas bed and bank erosion are dramatically affected by river hydraulics. Therefore,
different approaches are used for reproducing these processes.
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2.3 Sediment Transport Model

Figure 2.3: Integrated sediment transport model, consisting of a catchment-scale hy-
drological model, a river-hydraulic model, a sediment-generating model, and a river
sediment-transport model.

2.3.1 Sediment Generation in the Catchment

The land use is classified into urban, rural areas, and forested areas. Impervious surfaces
such as roads and roofs are regarded as urban areas, while rural areas consist of pervious
surfaces such as gardens, parks, and agricultural land. The sediment generating processes
are different for these two types of land use. Sediment generation in forested areas is
considered to be negligible.
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a. Urban Areas

The urban-area algorithm of SWMM performs well with respect to particle build-up
and wash-off for urban land use (Wicke et al., 2012; Gong et al., 2016). Thus, I use
it to describe sediment generation from urban areas. The corresponding processes are
described below.

(1) Particle Accumulation

An exponential function is used to simulate particle accumulation during dry periods
under the assumption that particles in the urban areas have a capacity, which is governed
by the accumulation process during dry periods:

dM
dt

= kMmaxe−kt (2.21)

in which M [gm−2] and Mmax [gm−2] represent the particle build-up at the current time
and the maximum build-up (particle mass per unit area), respectively; k [s−1] is the rate
constant for particle accumulation, and t [s] denotes time since the last wash-off event.

(2) Particle Wash-Off

A power function is used to simulate particle wash-off during rain periods. The particle
wash-off quantity is a function of surface runoff and the initial buildup of the correspond-
ing rain period.

dM
dt

= rw =−kwqnwM (2.22)

csw =−rw

q
(2.23)

in which rw [gm−2s−1], q [ms−1], and csw [mgL−1] are the rate of wash-off, the surface
runoff velocity, and the concentration of washed suspended sediment, respectively; kw

[snw−1m−nw] and nw [−] represent a wash-off coefficient and a wash-off exponent.
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b. Rural Areas

In contrast to urban areas, the supply of suspended sediments from rural areas can be seen
as ”infinite” because they mainly originate from eroded soils. Soil erosion is assumed to
linearly depend on shear stress, provided that the shear stress generated by surface runoff
is larger than a critical shear stress. The sediment generation from rural areas is based on
the study of Patil et al. (2012).

τ = ρwgRsur f ace tanθ (2.24)

yh =

Ch(τ− τc) i f τ > τc

0 otherwise
(2.25)

csed =
yh

q
(2.26)

in which τ [Nm−2] is the mean shear stress generated by the average depth of surface
runoff Rsur f ace [m], tanθ [−] is the mean slope of the sub-catchment, ρw [kgm−3] is
the density of water, and g [ms−2] is the gravitational acceleration constant. The rural
sediment load yh [kgm−2s−1] is directly proportional to the difference between the mean
shear stress τ and the critical rural shear stress τc [Nm−2]. Ch [sm−1] is a proportionality
constant. csed [kgm−3] is the concentration of sediment generated in rural areas, and
q [ms−1] is, like above, the surface runoff velocity.

2.3.2 Sediment Transport in the River

Two types of sediment are considered, namely suspended sediments in the aqueous
phase (mobile component) and bed sediments (immobile component). Fig. 2.4 shows a
schematic of the river sediment-transport model, which considers advection, dispersion,
deposition, bank erosion, bed erosion, and lateral input of suspended sediments. This
model calculates the average concentration of the mobile component and the mass of the
immobile component for every computational cell (formed by two cross-sections) every
hour.

(1) Mobile Component
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Figure 2.4: In-stream processes of the river suspended-sediment transport model con-
sidering deposition, bed erosion, bank erosion, and input from the catchment. XS1 and
XS2 are the two cross sections bounding a cell in a Finite Volume scheme. Sc and Sbank
are sediments from the catchment and bank erosion. Sbed indicates the bed sediment
mass. Si

w stands for the concentration of suspended sediments in the i-th cell. Sg is the
suspended-sediment concentration at a river gauge.

A Finite Volume discretization is applied for suspended-sediment transport for the
main channel, considering storage in the aqueous phase, advection, dispersion, bed and
bank erosion, deposition, and lateral inputs (tributaries and WWTPs):

∂ (cwV )

∂ t
=−∂ (cwQ)

∂x
∆x+AD

∂ 2cw

∂x2 ∆x+(rbed + rbank)∆x− rdV +∑(ci
latQ

i
lat) (2.27)

in which cw [mgL−1] is the suspended-sediment concentration; V [m3] is the cell vol-
ume; x [m] is the cell length; Q [m3s−1] and A [m2] are the flow rate and cross sec-
tional area; D [m2s−1] is the dispersion coefficient; ci

lat [mgL−1] and Qi
lat [m

3s−1] rep-
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2.3 Sediment Transport Model

resent the suspended-sediment concentration and flow rate of the i-th lateral inflow;
rd [mgL−1s−1], rbank [gm−1s−1], and rbed [gm−1s−1] indicate the deposition, bed-erosion,
and bank-erosion rates, respectively. For the advective term, upstream weighting is used,
whereas the second derivative of concentration appearing in the dispersion term is eval-
uated by calculating diffusive fluxes.

(2) Immobile Component

For bed sediments, I made the simplification of accounting for a single active layer
only in the bed sediment per cell and considering only the average grain size. Deposition
of suspended sediments leads to a mass flux from the aqueous phase to the bed layer,
whereas bed erosion causes a mass flux in the opposite direction:

∂Mbed

∂ t
= rd

V
∆x
− rbed (2.28)

in which Mbed [gm−1] is the sediment mass per unit channel length in the active layer on
the river bed.

(a) Deposition

The deposition rate rd of particles can be calculated by (Krone, 1962):

rd =

(1− τb
τe
)vscw

y i f τb > τe

0 otherwise
(2.29)

in which τb [Nm−2] and τe [Nm−2] represent the bottom shear stress of the river and
the threshold shear stress of particle erosion (see below); y [m] denotes the water
depth; and vs [ms−1] is the settling velocity.

(b) Bed Erosion

Two types of bed erosion are considered, namely particle erosion and mass erosion,
which correspond to two thresholds of the bottom shear stress. The bed erosion rate
rbed can be calculated by (Partheniades, 1965):
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rbed =


Mme(

τm
τe
−1) i f τb > τm

Mpe(
τb
τe
−1) i f τe < τb ≤ τm

0 otherwise

(2.30)

in which rbed [gm−1s−1] is bed erosion rate; τm [Nm−2] represents the mass erosion
threshold; whereas Mpe [gm−1s−1] and Mme [gm−1s−1] are rate constants, denoting
the specific rates of particle and mass erosion.

(c) Bank Erosion

The bank erosion rate rbank is calculated by:

rbank =

κρLy(τbank− τbc) i f τbank > τbc

0 otherwise
(2.31)

in which rbank [Nm−2] and τbc [Nm−2] are the bank shear stress and critical shear
stress for bank erosion. κ [m3N−1s−1] is the erodibility coefficient. ρ [kgm−3] is
density of bank material. L [km] is length of the river bank.

2.4 Particle-Facilitated Pollutant Transport Model

PAH are a group of hydrophobic organic pollutants, the transport of which in streams is
mainly facilitated by sediment transport and the degradation can be neglected in rivers
(Rakowska et al., 2014). Therefore, to investigate the fate of PAH, a particle-facilitated
pollutant transport model is developed based on the integrated sediment transport model
(Liu et al., 2018b). Fig. 2.5 shows the conceptual model, which consists of a catchment
input module and a river pollutant transport module. The catchment input module is used
to obtain the pollutant flux from sub-catchments, while the river transport module solves
pollutant transport in the river channel by considering advection, dispersion, deposition,
bed and bank erosion, sorption/desorption between dissolved and suspended sediment-
bound pollutants, and exchange between dissolved and sediment-bound pollutants. In
this section, I explain the details of the particle-facilitated pollutant transport model.

(1) Dissolved and Suspended Sediment-Bound Pollutants
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2.4 Particle-Facilitated Pollutant Transport Model

Figure 2.5: Conceptual model for the particle-facilitated pollutant transport, cp,w, cp,ss,
and cp,s represent the dissolved, suspended sediment-bound, and bed sediment-bound
pollutant concentrations, respectively.

Bank materials are seen clean compared with bed sediments and surface-runoff gen-
erated particles in terms of the studied pollutants. Besides advection, dispersion,
erosion, sorption/desorption, and exchange process, the storage of dissolved and
suspended sediment-bound pollutants in the aqueous phase are also considered. The
following equations calculate concentrations of dissolved and suspended sediment-
bound pollutants.

cp,tot = cp,w + cp,sscss (2.32)

∂ (cp,totV )

∂ t
=

∂ (cp,wV )

∂ t
+

∂ (cp,sscssV )

∂ t
(2.33)

∂ (cp,wV )

∂ t
=−

∂ (cp,wQ)

∂x
∆x+AD

∂ 2cp,w

∂x2 ∆x+ rsV + reV +∑ci
plat ,wQi

lat (2.34)
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∂ (cp,sscssV )

∂ t
=−

∂ (cp,sscssQ)

∂x
∆x+AD

∂ 2(cp,sscss)

∂x2 ∆x− rsV − rdcp,sV

+ rbedcp,s∆x+∑ci
plat ,ssc

i
lat,ssQ

i
lat (2.35)

in which cp,w [ngL−1], cp,ss [mgkg−1], and cp,tot [ngL−1] represent concentrations
of dissolved, suspended sediment-bound, and total mobile (the sum of dissolved
and suspended sediment-bound) pollutants, respectively. cp,s [mgkg−1] indicates
pollutant concentrations on bed sediments. css [mgL−1], rd [mgL−1 s−1], and rbed

[gm−1 s−1]] are the suspended sediment concentration in the aqueous phase, depo-
sition rate of suspended-sediments, and bed erosion rate, respectively, which are
obtained from the sediment transport model. rs [ngL−1 s−1] and re [ngL−1 s−1] indi-
cate the sorption/desorption rate and the exchange rate between mobile and immobile
phases. V [m3] and ∆x [m] are the cell volume and length. Q [m3 s−1], A [m2], and
D [m2 s−1] are the flow rate, cross-sectional area, and dispersion coefficient at the
cell interfaces. ci

plat ,w [ngL−1], ci
plat ,ss [mgL−1], ci

plat ,ss [mgkg−1], and Qi
lat [m

3 s−1]

represent dissolved pollutant concentrations, lateral suspended sediment concentra-
tions, the attached pollutant concentrations, and flow rates of the i-th lateral flow,
respectively.

(2) Sediment-Bound Pollutants

As described in the sediment transport model in Sect. 2.3, the bed sediments are
represented by to a single active layer. Therefore, I compute the average pollutant
concentrations on bed sediments only. Except for deposition and bed erosion, the
difusive exchange process causes a mass flux of pollutants between the river bed
and mobile water, which direction depends on the concentration gradient. The mass
change of sediment-bound pollutants is calculated by:

∂ (cp,scs∆x)
∂ t

= rdcp,ssV − rbedcp,s∆x− reV (2.36)

in which cp,s [mgkg−1] represents the pollutant concentrations on bed sediments. cs

[gm−1] is the sediment mass per unit channel length in the active layer of the river
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bed.

(a) Sorption/Desorption

Film diffusion is used to model sorption/desorption between dissolved and sus-
pended sediment-bound pollutants.

rs = k
6

ρssdss
css(

cp,ss

Ks
×106− cp,w) (2.37)

in which k [ms−1] and Ks [Lkg−1] denote the mass transfer coefficient and the com-
bined partition coefficient. ρss [kgm−3] and dss [mm] are the density of suspended
sediment and average grain size. css [mgL−1] is the suspended-sediment concentra-
tion. The factor of 106 stems from unit conversion (from [mgL−1] to [ngL−1]).

(b) Exchange Between Dissolved and Sediment-Bound Pollutants

I assume that sediment-bound and dissolved pollutants in sediment pores are in a
local equilibrium. A mass flux of pollutants is induced by the concentration gradi-
ent between dissolved pollutants in the water phase and free pollutants in sediment
pores. Then local sorption and desorption occur between free pollutants in sediment
pores and sediment-bound pollutants. These detailed processes are simplified in the
model by assuming a mass exchange between dissolved pollutants in the aqueous
phase and sediment-bound pollutants. The exchange rate is computed by:

re = ke(
cp,s

Ks
×106− cp,w) (2.38)

in which ke [s−1] is the exchange rate constant. The factor of 106 stems from unit
conversion (from [mgL−1] to [ngL−1]).

2.5 Solute Reactive Transport Model

To investigate the fate of dissolved micropollutants in rivers, I developed a one-dimensional
transport model for solutes in streams (Fig. 2.6). It consists of two compartments, the
main channel and the transient storage area. Water in the main channel is mobile, which
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forms the continuous flow. Whereas the transient storage area is mainly composed of the
hyporheic zone and stagnant pools, the water in which is considered immobile. There-
fore, processes of advection and dispersion only happen in the main channel, but differ-
ent reaction activities can occur in both compartments and the exchange process between
the main channel and the transient storage area is approximated by a linear driving-force
expression. Some assumptions are made for this model:

• Solutes are well-mixed in the transverse direction, therefore only longitudinal dis-
persion is considered;

• Photo-degradation only takes place in the main channel, where water can receive
solar radiation. The average photo-degradation rate in vertical direction is used in
my study;

• Bio-degradation only occurs in the transient storage area because microorganisms
live in the hyporheic zone and on the bed of stagnant pools.

The governing equations read as:

∂cm

∂ t
=−v

∂cm

∂x
+D

∂ 2cm

∂x2 − fimkex(cm− cim)− kphocm (2.39)

∂cim

∂ t
= kex(cm− cim)− kbiocim (2.40)

in which cm [µmolL−1] and cim [µmolL−1] denote the concentration of dissolved com-
pounds (e.g., tracer and pollutants) in the main channel and the transient storage area, re-
spectively; t [s] and x [m] are time and the length of the computational cells; v [ms−1] and
D [m2s−1] are the flow velocity and the longitudinal dispersion coefficient; fim [−] rep-
resents the ratio of the cross-sectional area in the transient storage over that of the main
channel; kex [s−1] is the first-order exchange rate constant between the main channel and
the transient storage area. kpho [s−1] and kbio [s−1] represent rates of photo-degradation in
the main channel and bio-degradation in the transient storage area.

fim =
Aim

Am
(2.41)
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Figure 2.6: Conceptual model for the solute transport with transient storage in streams.

kpho = fcorkpho,0 (2.42)

fcor =
J(t)

Jpho,0
(2.43)

in which Am [m2] and Aim [m2] represent the cross-sectional areas of the main channel and
the transient storage, respectively; kpho,0 [s−1] denotes the reference photo-degradation
rate under the reference solar radiation, Jpho,0 [Jm−2s−1] (500 Jm−2s−1); fcor [−] is the
correction factor for photo-degradation because of the time-variable solar radiation, J(t)

[Jm−2s−1].
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2.6 Parameter Estimation

Models are widely used to simulate the behavior of complex systems in order to un-
derstand the system and make predictions. Generally, model parameters can be hardly
measured, especially for spatially-distributed, spatially-averaged, and those without any
physical meanings. Therefore, it is important to obtain both fitting and reliable model
parameters with limited number of measurements.

From the view of computational cost, parameter estimation methods can be classified
into automatic and manual approaches. Automatic methods normally need many model
simulations to find optimal parameters or target parameter distribution. Therefore, the
predictive forward model should run fast so that enough simulations can be achieved
within acceptable time. In nonlinear models with many variables in space and time,
a model run may take hours to days, which makes the automatic parameter estimation
unfeasible. Thus, manual model calibration is implemented. For this type of models,
here a preceding sensitivity analysis can help to find sensitive parameters so that the
number of parameters to be calibrated can be reduced.

2.6.1 DREAM(ZS)

The aim of model calibrations is to find optimal parameters to well represent the sim-
ulated systems so that the model output and state variables can fit the observed system
behavior as closely and consistently as possible (Vrugt, 2016). Bayesian methods have
been widely used for parameter calibration. They are based on Bayes’ law:

p
(

x|
∼
Y
)
=

p(x) p
(∼

Y |x
)

p
(∼

Y
) (2.44)

in which p(x) and p
(

x|
∼
Y
)

are the prior and posterior parameter distribution, respec-

tively, p
(∼

Y |x
)
≡ L

(
x|
∼
Y
)

is the likelihood function, and p
(∼

Y
)

is the evidence, a nor-

malization constant. L
(

x|
∼
Y
)

represents the distance between model simulations and
corresponding observations. For a preset model structure, all statistical inferences about
p
(

x|
∼
Y
)

can be made from the unnormalized density:
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p
(

x|
∼
Y
)

∝ p(x)L
(

x|
∼
Y
)

(2.45)

Based on Bayes theorem, the posterior distribution of model parameters can be ob-
tained by conditioning model simulations to measurements. The Monte Carlo method is
a basic method and widely used to draw samples from a given prior distribution.

Vrugt et al. (2008, 2009) proposed a DiffeRential Evolution Adaptive Metropolis
(DREAM(ZS)) algorithm for Bayesian inference, which is a multi-chain Markov chain
Monte Carlo simulation algorithm that provides full distributions of parameters con-
ditioned on the measurements (Knapp et al., 2017). It adopts Differential Evolution
Markov chain (DE-MC) (Ter Braak, 2006) but uses subspace sampling and outlier chain
correction so that it can automatically tunes the scale and orientation of the proposal
distribution to the target distribution, thus speeds up the convergence.

DREAM(ZS) has exhibited an excellent performance on a wide range of problems
involving nonlinearity, high-dimensionality, and multimodality and has received many
applications in hydrological and pollutant transport models (Vrugt et al., 2008; Knapp
et al., 2017), which demonstrates its efficiency for parameter optimization. In this thesis,
I used DREAM(ZS) to fit the model parameters of a one-dimensional pollutant transport
with transient storage in a small river (described in Chapter 5).

2.6.2 Sensitivity Analysis

The sensitivity analysis investigates how the variation in the output of a numerical model
can be attributed to variations of its input factors (Pianosi et al., 2016; Norton, 2015). It
studies the relative importance of input factors on model output, whereas an uncertainty
analysis focuses on quantifying the uncertainty of the model output.

Sensitivity analyses have a wide range of applications. To understand a system, the
mechanism that controls system behavior should be properly identified. In practice, the
mechanitic model includes many processes. The sensitivity analysis is very helpful for
identifying parameters that influence the model outcome, thus reducing the complexity
when calibrating the model (Shin et al., 2013; Norton, 2015; Butler et al., 2014). It is
important to ensure that the model does not exhibit strong dependence on supposedly
non-identifiable parameters (Campolongo and Saltelli, 1997; Butler et al., 2014). More-
over, sensitivity analysis is an effective tool for decision support since it can provide
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appropriate insights into studied problems (Singh et al., 2014; Pianosi et al., 2016).
Local and global sensitivity analyses differ by perturbing either one parameter at a

time, or all parameters jointly. Local sensitivity analysis considers the output variability
against variations of an input factor around a specific value, i.e., how model performance
changes when moving away from some optimal or reference parameter set (Pianosi et al.,
2016; Castaings et al., 2009). Global sensitivity analysis considers variations within the
entire space of variability of input factors, i.e., how the combination of all input factors
affect the model output (Song et al., 2015; Castaings et al., 2009).

To perform a sensitivity analysis, firstly select one output of interest (pollutant concen-
tration, water level, flow rate, et al) or an objective function (goodness of fit), then choose
the input factors of interest, thirdly define sensitivity analysis scenarios (variation of one
factor of interest for local sensitivity analysis, sampling of all input factors for global
sensitivity analysis), fourthly perform the model simulation with the sensitivity analysis
scenarios, finally evaluate the model simulation and identify the important (sensitive) in-
put factors. I applied a sensitivity analysis for parameter calibration of the sediment and
particle-facilitated pollutant transport models (Chapter 3 and 4) in my thesis.

For the estimation of parameters, the well-known Nash-Sutcliffe Efficiency (NSE) is
often used as model performance criterion:

NSE = 1− ∑
n
i=1(Oi−Mi)

2

∑
n
i=1(Oi− Ō)2 (2.46)

in which Oi and Mi are the i-th observed and modelled values, Ō is the mean of all
observed values. An NSE-value close to unity indicates good agreement between model
and data, whereas NSE values smaller than zero imply that the model performs worse
than taking the mean of all observations.
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Chapter 3

Hybrid Model for Simulating Sediment
Transport in River Ammer

The content of this chapter has been published in modified form in ”Liu, Y., Zarfl, C.,

Basu, N. B., Schwientek, M., and Cirpka, O. A. (2018). Contributions of catchment and

in-stream processes to suspended sediment transport in a dominantly groundwater-fed

catchment. Hydrology and Earth System Sciences, 22(7), 3903-3921.”

Suspended sediments impact stream water quality by increasing the turbidity and act-
ing as a vector for strongly sorbing pollutants. Understanding their sources is of great
importance to understand the fate and transport of sediments and sediment-bound pol-
lutants, and thus to develop appropriate river management strategies. In this chapter, I
apply the integrated sediment transport model to investigate the sediment contributions
from the catchment and in-stream processes in the Ammer River close to Tübingen in
South-West Germany. I analyze the annual load and seasonal variations of suspended
sediments from different processes by means of monthly mean suspended-sediment load.
I quantify the contributions of catchment and in-stream processes to the total loads by
model simulations under different flow conditions. The evaluation of shear stresses by
the river-hydraulics model allows identifying hotspots and hot moments of bed erosion
for the main stem of the Ammer River.
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3.1 Introduction

Suspended sediments are comprised of fine particulate matter (Bilotta and Brazier, 2008),
which is an important component of the aquatic environment (Grabowski et al., 2011).
Sediment transport plays significant roles in geomorphology, e.g., floodplain formation
(Kaase and Kupfer, 2016), and transport of nutrients, such as particulate phosphorus
and nitrogen (Haygarth et al., 2006; Slaets et al., 2014; Scanlon et al., 2004). Fine
sediments are important for creating habitats for aquatic organisms (Amalfitano et al.,
2017; Zhang et al., 2016). Conversely, high suspended-sediment concentrations can
have negative impacts on water quality, especially, by facilitating transport of sediment-
associated contaminants, such as heavy metals (Mukherjee, 2014; Peraza-Castro et al.,
2016; Quinton and Catt, 2007) and hydrophobic organic pollutants such as polycyclic
aromatic hydrocarbons (PAH) (Rügner et al., 2013; Schwientek et al., 2013a; Dong et al.,
2015, 2016), polychlorinated biphenyls (PCB), and other persistent organic pollutants
(Meyer and Wania, 2008; Quesada et al., 2014). Without understanding the transport of
particulate matter, stream transport of strongly sorbing pollutants cannot be understood.

An efficient approach to estimate suspended-sediment loads is by rating curves, re-
lating concentrations of suspended sediments to discharge. By this empirical approach,
however, we cannot gain any information on the sources of suspended sediments, which
is important for the assessment of particle-bound pollutants. Therefore, a model consid-
ering the various processes leading to the transport of suspended sediments in streams
is needed. Numerous sediment-transport models have been developed during the past
decades, including empirical and physically based models. Commonly used empiri-
cal models include the Universal Soil Loss Equation (USLE) (Wischmeier and Smith,
1978) and the Sediment Delivery Distributed (SEDD) model (Ferro and Porto, 2000).
The USLE was designed to estimate soil loss on the plot scale. It is incapable to deal
with heterogeneities along the transport pathways of soil particles and thus cannot be
applied to entire sub-catchments. The SEDD model considers morphological effects
at annual and event scales. The two models cannot distinguish between different in-
stream processes. Among the models simulating physical processes, the Water Erosion
Prediction Project (WEPP) (Flanagan and Nearing, 1995), the EUROpean Soil Erosion
Model (EUROSEM) (Morgan et al., 1998), the Soil and Water Assessment Tool (SWAT)
(Neitsch et al., 2011), the Storm Water Management Model (SWMM) (Rossman and Hu-
ber, 2016), the Hydrological Simulation Program Fortran (HSPF) model (Bicknell et al.,
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2001), and the Hydrologic Engineering Center’s River Analysis System (HEC-RAS)
(Brunner, 2016) are widely used. WEPP and EUROSEM are applied to simulate soil
erosion from hillslopes on the timescale of single storm events. The two models do not
have the capability of estimating urban particles. SWAT uses a modified USLE method
to calculate soil erosion from catchments. SWMM aims at simulating runoff quantity
and quality from primarily urban areas, including particle accumulation and wash-off in
urban areas. HSPF considers pervious and impervious land surfaces. All of these models
estimate sediment productions from the catchment and model the transport in the river
channel with simplified descriptions of in-stream processes by simplifying the shape of
cross sections. Various sediment-transport models for river channels exist that rely on
detailed river hydraulics, particularly the bottom shear stress, which controls the onset of
erosion and the transport capacity of a stream for a given grain diameter (Zhang and Yu,
2017; Siddiqui and Robert, 2010). HEC-RAS solves the full 1-D St. Venant equation for
any type of cross-section including cases with changes in the flow regime, which is ben-
eficial to obtain detailed information on river hydraulics. Therefore, using an integrated
sediment transport model combining advantages of abovementioned models can help to
well understand the sediment transport in rivers.

3.2 Available Data

Hourly precipitation and air-temperature data are the driving forces of the hydrological
model. Hourly precipitation data is obtained from the weather station Herrenberg, oper-
ated by the German weather service DWD (CDC, 2017), whereas air temperatures are
taken from the weather station Bondorf of the agrometerological service Baden-Würt-
temberg (BwAm, 2006). The generation and transport of sediments behave differently
for different land use and topography, thus the digital elevation model with 10 m res-
olution and land-use map of the state topographic service of Baden-Württemberg and
Federal Agency for Cartography and Geodesy (BKG, 2009; LGRB, 2011; UBA, 2009)
are used. The river-hydraulics model requires bathymetric profiles of River Ammer and
its main tributaries. 230 profiles at 100 m spacing are available, obtained from the envi-
ronmental protection agency of Baden-Württemberg (LUBW, 2010).

Only one gauging station is installed in the main channel of the Ammer River at the
outlet of the studied catchment in Pfäffingen (red triangle in Fig. 1.2); here, hourly dis-
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charge and turbidity measurements are available, which are used for model calibration
and validation. The water levels and turbidity data were measured by online probes
(UIT GmbH, Dresden, Germany). The hydrograph was converted to discharge time se-
ries by rating curves, whereas the suspended-sediment concentrations are derived from
continuous turbidity measurements (Rügner et al., 2013). The linear relationship be-
tween suspended-sediment concentrations and turbidity with a conversion factor of 2.02
(mgL−1NTU−1) has been reported to be robust in the Ammer River (Rügner et al., 2013,
2014b).

The simulation period covers the years 2013-2016. In this time, the maximum dis-
charge reflected an event with 2-10 year return period according to the long-time statis-
tics of the gauging station (LUBW, http://www.hvz.baden-wuerttemberg.de/).

3.3 Model Setup

The integrated sediment transport model was applied to the Ammer catchment, located
in southwest Germany. The river discharge, sediment production from catchment and
transport in the river are simulated by the following sub-models.

3.3.1 Catchment-Scale Hydrological Model

The main Ammer springs are fed by groundwater from the karstified middle-Triassic
Muschelkalk formation. The measured hydrograph indicates a rapid increase of base
flow in sporadic events. This special behavior is explained with the catchment-scale hy-
drological model (details are given in Sect. 2.1) that contains three storages of water in
the subsurface: soil moisture in the top soils, a subsurface storage in the deeper unsatu-
rated zone, and groundwater in the karstic aquifer. It assumes water storage in the deep
unsaturated zone, which spills over when a threshold value is reached, causing quick
groundwater recharge to occur which then leads to a rapid increase of base flow. An
urban surface runoff component is used to obtain surface runoff depths in urban areas in
order to simulate particle wash-off from urban land surface. The catchment-scale hydro-
logical model was used to simulate discharge contributions from the 14 sub-catchments
of the Ammer catchment (shown in Sect. 1.2.1), the temporal resolution of which is one
hour.
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3.3.2 River-Hydraulics Model

In order to better understand in-stream processes, the discharge data of the hydrologi-
cal model is fed into the river-hydraulics model HEC-RAS (see Sect. 2.2). The HEC-
RAS model simulates hourly quasi-steady flow using the hourly discharge of the 14
sub-catchments simulated by the hydrological model as change-of-discharge input. The
locations where the discharge from 14 sub-catchments enters into the main channel are
set to the corresponding cross sections. The upstream boundary condition was set to
time-series of flow and the downstream one to normal depth. There are 258 measured
cross section profiles and the built-in interpolation algorithm in HEC-RAS was used to
obtain the additional cross sections, which results in totally 385 cross sections for the
entire river network. The distances between computed cross sections range from 10 m to
100 m depending on the changes of river bathymetry. The model requires river profiles
in cross-sections along the river channel and yields the water-filled cross-sectional area,
the water depth, flow velocity, and shear stress, among others, as model output, which
are needed in the river sediment-transport model.

3.3.3 Sediment-Generating Model

The sediment-generating model is used to obtain hourly sediments of urban and rural
particles from the 14 sub-catchments. The sediment generating processes are different
for the two types of land use, i.e., urban and rural areas.

For urban particles, particle accumulation and wash-off are simulated by the urban
algorithm of the catchment sediment generating model. The maximum build-up depends
on the location because the particle production (such as traffic density, population den-
sity, and industry density) and cleaning frequency (removing urban particles) differ in
different urban areas. In the model it is obtained as uniform value for the entire catch-
ment by calibration. The particle accumulation is restarted at the beginning of every
accumulation period considering remaining particles after the flush period. The particle
wash-off quantity is a function of surface runoff and the initial buildup of the correspond-
ing rain period.

For rural particles, based on the prior knowledge of the Ammer catchment, soil ero-
sion is very limited (the information supporting this statement will be discussed in Sect.
3.4.2), thus a simplified rural algorithm of the catchment sediment generating model was
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used to estimate the average sediment delivery from rural areas to streams. It does not
explicitly consider all processes on the hillslope scale. In particular, the dependence of
the coefficients on the crop type and time-dependent phenology of the crops are not con-
sidered. Instead, all rural areas are treated the same. This strong simplification is justified
by an overall low sediment input from rural areas discussed further in the following sec-
tions. In catchments with larger sediment load from rural areas, distinctions should be
made.

3.3.4 River Sediment Transport Model

The river sediment-transport model is used to simulate in-stream processes (advection,
dispersion, deposition, as well as bank and bed erosion) in hourly resolution. This model
requires the sediment concentrations in the lateral inputs (tributaries and WWTPs) as
boundary conditions. The lateral inputs are computed by the sediment-generating model.
For the sediment input by the Ammer spring, we consider the turbidity of 3 NTU mea-
sured under base-flow conditions. Rügner et al. (2013) showed that the karst springs in
the Ammer catchment contribute to turbidity, which is in agreement with many previ-
ous studies showing that karst systems can contribute suspended sediments (Bouchaoua
et al., 2002; Meus et al., 2013). Thus, the turbidity under base-flow conditions is po-
tentially generated by subsurface flow through the karst matrix. The karstic sediment
flux was calculated by subsurface flow rates and constant suspended sediment concen-
trations. Wastewater treatment plants (WWTPs) are treated as point inputs with con-
stant discharge and sediment concentration during dry weather periods. Under low-flow
conditions, when no soil erosion and urban particle wash-off occur and the suspended
sediment concentrations in the streams are relatively small, a constant concentration is
assumed to represent the sediment input under these conditions.

3.3.5 Parameter Estimation

For the estimation of parameters, the well-known Nash-Sutcliffe Efficiency (NSE, de-
scribed in Sect. 2.6.2) is chosen as the model performance criterion. The best set of
parameters is obtained by systematically scanning the parameter space.

The hydrological model was applied to 14 sub-catchments. Each sub-catchment has
three types of land use: agricultural areas, forest, and urban areas. daily average dis-
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charge data of 2013− 2014 and 2015− 2016 were used for calibration and validation,
respectively. 1000 realizations of the 14 parameters were generated by Latin Hypercube
Sampling (LHS) and the corresponding NSE-value for each parameter set was calculated
as well. If NSE was≥ 0.55, the parameter set was regarded acceptable. In the same way,
the accepted parameter sets were used for validation. Subsequently the 90 % confidence
intervals and the NSE value for high flows (flow rate greater than the mean discharge)
were computed using the accepted parameter-sets. Finally, the best-fit parameter values
was identified.

For the calibration and validation of the sediment generating and the river sediment-
transport models, I performed a literature survey to identify a reference range of each
parameter. Then I conducted a manual calibration for the corresponding parameters with
the given range to fit the modelled and measured suspended-sediment concentrations at
the river gauge. Subsequently, I used the identified parameter-set as base values in a local
sensitivity analysis, the details of which are given in Table A1 of Appendix A. Within
the given parameter variations, the manually calibrated parameter-sets were confirmed
as optimal. The parameters of the sediment-generating model and the river sediment-
transport models are listed in Tables 3.1 and 3.2, respectively.

3.4 Results and Discussion

3.4.1 Quality of Model Calibration and Validation

The best-fit parameter set of the hydrological model resulted in NSE values of 0.63 and
0.59 for calibration and validation, respectively. Fig. 3.1 shows the measured and sim-
ulated hydrographs for the calibration and validation periods with 90 % confidence in-
tervals. It can be seen that the discharge was reproduced quite well, both in the general
trend and the dynamics. The measured discharge data almost all fall within the 90 %
confidence interval of the simulation. The NSE value for high flows (greater than the
mean discharge, 1 m3s−1) of the simulation period is 0.43, implying an acceptable fit of
high flows. Only few events cannot be reproduced by the model. These events occurred
in the summer months and probably resulted from thunderstorms, which are very local
and precipitation measurements may miss them, so that the resulting flow peaks could
not be predicted by the hydrological model.

Figure 3.2 depicts measured suspended-sediment concentrations and the simulation
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Table 3.1: Parameters of the sediment-generating model

Parameter
symbol

Definition Unit Range Reference Value

Mmax Maximum
accumulation
load

gm−2 7.5−50 (Piro and Car-
bone, 2014;
Modugno
et al., 2015;
Bouteligier
et al., 2002)

23

k Accumulation
rate constant

d−1 0.16−0.46a (Rossman and
Huber, 2016)

0.33

Kw Wash-off co-
efficient

d0.5 m−1.5 50−500b (Rossman and
Huber, 2016)

80

nw Wash-off ex-
ponent

− 0−3 (Wicke et al.,
2012; Mod-
ugno et al.,
2015; Ross-
man and
Huber, 2016))

1.5

Ch Proportionality
constant

sm−1 0.0003−0.05 (Gilley et al.,
1993; Romero
et al., 2007)

0.001

τc Critical rural
shear stress

N m−2 0−10c (Bones, 2014;
Léonard and
Richard,
2004)

0.3

a. The range of k is calculated under the assumption that it takes 5−30 days to reach
90 percent of the maximum buildup;
b. The range of Kw, 50−500, is sufficient for most urban runoff;
c. It is for the most of time, but depends on soil properties.

results of the sediment-transport model during the calibration (year 2014) and valida-
tion (year 2016) periods. The corresponding NSE values are 0.46 and 0.32, respectively,
which indicates an acceptable fit, albeit not as good as for the hydrograph. The integrated
sediment transport model can capture the dynamics of the suspended sediment concen-
trations. Especially, the model captures the concentration peaks well. However, two
events, one in the calibration and the other in the validation period, were not well fitted.
These are events which were also not captured by the hydrological model, occurring in
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Table 3.2: Parameters of the river sediment-transport model

Parameter
symbol

Definition Unit Range Reference Value

vs Settling ve-
locity

ms−1 10−6 —10−4* (Brunner,
2016)

4×10−6

τe Particle ero-
sion thresh-
old

N m−2 0.1 —5 (Winterwerp
et al., 2012)

2.5

τm Mass
erosion
threshold

N m−2 > τe (Partheniades,
1965; Brun-
ner, 2016)

3.5

Mpe Particle ero-
sion rate

kgm−1 d−1 0.8 —43.2 (Brunner,
2016)

30

Mme Mass ero-
sion rate

kgm−1 d−1 > Mpe (Partheniades,
1965; Brun-
ner, 2016)

40

κ Erodibility
coefficient

m3 N−1 d−1 0.0001 —0.32 (Clark and
Wynn,
2007; Han-
son and
Simon,
2001)

0.0018

τbc Critical
bank shear
stress

N m−2 0 —21.91 (Clark and
Wynn,
2007)

5

ρ Density
of bank
material

kgm−3 2190 —2700 (Clark and
Wynn,
2007)

2650

* This range is calculated for the suspended sediment with average diameter 1−
50 µm.

the summer months and were caused by thunderstorms.

3.4.2 Annual and Monthly Suspended Sediment Loads from
Different Processes

After calibration and validation, the model results can be used to analyze the impor-
tance of different sediment sources. Fig. 3.3 displays the modelled annual suspended-

55



Chapter 3 Hybrid Model for Simulating Sediment Transport in River Ammer

Figure 3.1: Calibration (left, year 2013−2014) and validation (right, year 2015−2016)
of hydrological model, QCali and QVali are measured discharges used for calibration and
validation, respectively.

sediment loads from catchment and in-stream processes for the entire Ammer River net-
work. The annual suspended-sediment load at the gauge ranges between 410 and 550
tonyr−1. Equation 3.8 describes the overall mass balance of sediments in the entire
catchment:

Loadgauge =(Loadurban +Loadrural +Loadkarst)Catchment

+(Loadbde +Loadbke−Loaddep−∆S)Stream
(3.1)

in which Loadgauge [tonyr−1] indicates the suspended-sediment load at the river gauge.
Loadurban [tonyr−1, Loadrural [tonyr−1], and Loadkarst [tonyr−1] denote the suspended-
sediment loads from urban areas generated by surface runoff and WWTP effluent, ru-
ral areas generated by soil erosion, and karst system carried by subsurface flow, re-
spectively. These three terms represent the catchment processes. Loadbde [tonyr−1],

56



3.4 Results and Discussion

Figure 3.2: Modelled and measured suspended sediment concentrations used for calibra-
tion (year 2014) and validation (year 2016) of the sediment transport model. A data gap
exists for year 2015.

Loadbke [tonyr−1], Loaddep [tonyr−1], and ∆S [tonyr−1] are the suspended-sediment loads
from bed erosion, bank erosion, deposition, and the change of sediment storage in the
entire river channel, respectively. These four terms represent the in-stream processes.

In the Ammer catchment, urban particles (266 —337 tonyr−1) and the sediment input
from the karst system (106 —160 tonyr−1) dominate the annual suspended sediment
load, accounting for 59.1 % and 24.9 %, respectively. Bed erosion, bank erosion, and
rural sediment contribute much less, namely 6.2 %, 6.3 %, and 3.5 % of the total annual
load, respectively. The contribution of rural runoff sediment in the Ammer catchment
was very small, which may occur surprising at first. There are several independent lines
of evidence that support these findings and are included them in the Appendix A:

• The suspended sediments of the Ammer River are strongly contaminated by PAH
and other hydrophobic organic pollutants (Schwientek et al., 2013a). Table A2 and
Equation A1-A7 of Appendix A present an end-member-mixing analysis indicat-
ing a fraction of rural particles amounting to only 3%, see also Chapter 4.
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• The state geological survey of the state of Baden-Württemberg has developed a
soil-erosion risk map shown Fig. A1, putting most of the Ammer catchment into
the class of lowest soil-erosion risk. This is so because the surface runoff from
agricultural areas is small due to a comparably flat topography. The same agency
associates most of the catchment with deep infiltration as main discharge mecha-
nism.

• Schwientek et al. (2013b) found a lacking connection between soils and streams in
the Ammer catchment. The catchment has a large water storage capacity due to the
karst and the slopes of this catchment being mild. During the simulation period,
the precipitation intensity was not large enough to exceed the maximum infiltration
rates or to reach storage capacity of the subsurface. Compared with literature
values of maximum infiltration rates, 10-20 mmh−1 and 5-10 mmh−1 for loamy and
clay loamy soil, respectively ( http://www.fao.org/docrep/S8684E/s8684e0a.htm.),
only few events exceed 10 mmh−1 of with the precipitation intensity during the
simulation period. Thus, hardly any surface runoff occurred in the rural area, so
that sediment generation and transport from rural areas to the river channel were
small.

• The comparably flat topography can be explained by the geological formation.
The Muschelkalk limestone is a carbonate platform that is partially overlain by
mudstones of the upper Triassic. Along the Ammer main stem, there is only a
small stretch where the river is somewhat deeper incised into the limestone rock.
The river has lost its former headwater catchment in the early Pleistocene to river
Nagold so that the currently existing small river has a too wide valley given its
discharge.

As discussed above, a simplified approach is used to simulate the average sediment
delivery from rural areas because the contribution of rural areas to sediment delivery
was so small. In particular, the model does not distinguish between different crop types
and seasons, but estimates the average sediment load that reaches the streams instead.
In other catchments, where the rural contributions to the sediment load are considerably
higher, the description of soil erosion processes would require more differentiations.

To identify seasonal variations of suspended-sediment loads originating from different
processes, I used the model results of 2014− 2016 to analyze the monthly mean sus-
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Figure 3.3: Annual suspended sediment loads from different processes. Loadgauge is
calculated by modelled discharge and suspended sediment concentrations at catchment
outlet. Loadurban, Loadrural , and Loadkarst are calculated using the results of sediment
generating model. Loaddep, Loadbde, and Loadbke are the sum of deposition load, sus-
pended sediments eroded from river bed and river bank of the entire river network for a
whole year, respectively. In this figure, the positive values represent sediment input to
the river channel, while negative values denote sediment output from the river channel.

pended sediment loads from the urban areas, rural areas, karst system, bed erosion, bank
erosion, and deposition (Fig. 3.4). More suspended-sediment loads from urban areas
and at the gauge can be observed in June and July (summer months). In summer months
events with high rain intensity are more common than in winter months, which results in
higher discharge peaks, more sediments generated in urban areas, and higher suspended-
sediment loads at the gauge. Monthly suspended-sediment loads at the gauge have simi-
lar dynamics as the monthly urban particle contributions. The suspended-sediment load
from the karst system is higher in winter months because the subsurface flow in the
Ammer catchment is higher in winter months. Rural particles contribute to the overall
particle flux only during few months because annual precipitation and rainfall intensity
were relatively small so that surface runoff generated from rural areas was also low.

In the model simulation period, the seasonal patterns of bed erosion and bank ero-
sion are obvious. High bed erosion and bank erosion occur from June to August due to
increased bed shear occurring during big events. The area above the line of Loadgauge
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indicates net deposition, which shows small variations with a slight increase in July and
August. The slight increase in summer is due to increased suspended-sediment concen-
trations during summer months. Comparing monthly mean bed erosion and deposition
shows that bed erosion was greater than deposition in July, which indicates that accumu-
lated bed sediment can be partly eroded in July.

Figure 3.4: Monthly mean suspended-sediment load from different processes, calculated
using the model results of 2014-2016. Loadgauge, Loadurban, Loadrural , and Loadkarst are
the monthly mean suspended-sediment load at the gauge and from urban areas, rural,
and karst system. Loadbke and Loadbde represent monthly mean suspended-sediment
load from bank erosion and bed erosion for the entire river network, respectively. The
area above the line of Loadgauge is the monthly mean deposition, Loaddep.

3.4.3 Suspended-Sediment Sources under Different Flow Conditions

Figure 3.5 shows the relationship between hourly mean discharge and the simulated
hourly suspended sediment loads from catchment, bed erosion, and bank erosion. The
hourly suspended-sediment load from the catchment monotonically increases with in-
creasing hourly mean discharge by a power-law relationship (Fig. 3.5a), which is consis-
tent with the particle wash-off rate being a power-law function of discharge. Bed erosion
requires that the bed shear stress exceeds a critical value, so that bed erosion is almost
0 when hourly mean flow is smaller than 1.5 m3s−1, namely 1.5 times mean discharge
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(Fig. 3.5b). For discharge larger than this threshold (1.5 m3s−1), bed erosion increases
approximately linearly with discharge. The simulated hourly bed-erosion loads for a
given flow rate vary substantially because bed erosion is not only influenced by the shear
stress, which directly depends on discharge, but also on the bed sediment storage, which
depends on previous deposition and erosion events. Bank erosion occurs when the hourly
mean flow rate is larger than 2.5 m3s−1, i.e., 2.5 times mean discharge (Fig. 3.5c). The
relationship between bank-erosion related loads and discharge is more unique than that
of bed-erosion loads because I assume an infinite sediment supply for bank erosion.

Figure 3.6 shows the suspended sediment loads from in-stream (bed erosion and bank
erosion) and catchment processes (input from karst system, urban areas, and rural areas)
under different flow regimes. The fractions of suspended-sediment contributions from
different processes change with flow regimes. The contributions of in-stream processes
are negligible in the flow regime of discharge smaller than 5 m3s−1. With the discharge
increasing, the contributions of in-stream processes increase. The in-stream processes
play significant roles in high flow regimes, which contribute 23 % and 34 % of total
suspended sediment loads under flow regimes of 10 ≤ Q [m3s−1] < 15 and Q [m3s−1] ≥
15, respectively. The relative contribution of the karst system is high in the low-flow
regime (Q [m3s−1]< 5), while it can be neglected under high-flow regimes (Q [m3s−1]>

10). With the increase in flow rates, the contribution of urban particles becomes dominant
in terms of catchment processes, especially when discharge is larger than 10 m3s−1.

From above observations, it can be seen that the sources of suspended sediments differ
under different flow conditions. Table 3.3 lists the various regimes.

3.4.4 Hotspots and Hot Moments of Bed Erosion in the Ammer
River

The annual mean rates of bed erosion and deposition (mass per unit length per year)
along the main channel can be used to identify hotspots of bed erosion and net sediment
trapping (Fig. 3.7). The rates of deposition and bed erosion vary substantially along
the main stem, ranging from essentially zero to a maximum of 8.6 kgmyr−1 and 8.0
kgmyr−1, respectively. Bed erosion is higher in the river segment close to the gauge
because the flow rate is higher due to the contributions of the tributaries. Bed erosion is
rather low in the river segments of 5−6.5km, 7−8km, 8.5−9km, and 10−11km to the
gauge, where the channel slope is very mild. The river sections with the steepest channel
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Figure 3.5: Relationship between simulated hourly mean flow and hourly suspended-
sediment loads from the catchment (a), bed erosion (b), and bank erosion (c), in which
bed erosion and bank erosion are sums over all computation cells. Loads from catchment
is the sum of contributions from urban areas, non-urban areas, and karst system.

slope typically do not show the highest bed erosion because there is not enough sediment
available for erosion, which is caused by insufficient deposition. Fig. 3.7 also shows that
when the channel slope is very mild, the deposition rate is very high, while the bed
erosion rate is nearly zero. These are sections where net sediment trapping (blue dash-
dotted line) was observed. With increasing channel slope, bed erosion rates increase and
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Figure 3.6: Simulated suspended sediment load from bed erosion, bank erosion, karst
system, rural areas, and urban areas (including suspended sediment from WWTPs) under
different flow regimes, the suspended sediment loads are the mean values for the specific
flow regimes.

deposition rates decrease. In a small range of channel slopes, deposition rates equal the
erosion rates, resulting in a local steady state. If the channel slope continues increasing,
the erosion rate will be higher than the deposition rate, which results in net sediment
erosion if the sediment storage in the channel is large enough (red dash-dotted line in
Fig. 3.7). Where the channel slope is very steep, both sediment deposition and erosion
rates are very small.

Figure 3.8 shows monthly means of the bed erosion rates along the Ammer main stem,
computed for the simulated years 2014 to 2016. Bed erosion is stronger in the summer
months, especially in July, which is consistent with the monthly load of suspended sed-
iments discussed in Sect. 3.4.2. The hot moments of bed erosion are the extreme events
caused by summer thunderstorms. The downstream river segments close to the gauge
show higher bed erosion rates than the sections further upstream because flow rates and
thus bed shear stresses are higher even with identical channel slope.
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Table 3.3: Summary of suspended-sediment sources under different flow conditions.

Flow (Q) [m3s−1] Description of main suspended-sediment sources
Q < 1.5 Suspended sediment load is dominated by contributions from the

catchment (karst system, rural areas, and urban areas), while bed
erosion and bank erosion can be neglected.

1.5≤ Q < 2.5 Bed erosion starts contributing.
2.5≤ Q < 5 Bank erosion starts contributing, but the contributions from bed

and bank erosion are still negligible. Contributions from urban
areas and karst system are dominant.

5≤ Q < 10 Bed and bank erosion contributes more, but the major contribu-
tion is still from catchment, especially from urban areas. Bed ero-
sion contributes less than 5 % and bank erosion contributes less
than 3 %. The relative contribution from karst system becomes
very small.

Q≥ 10 Suspended sediment contributions from bed and bank erosion are
significant. The contribution of in-stream processes can be up
to 35 % of the total suspended sediment load when discharge
is larger than 15 m3s−1. The contribution from urban areas is
largest, which dominates the catchment input.

3.5 Summary and Conclusion

Suspended sediment transport is of great importance for river morphology, water qual-
ity, and aquatic ecology. In this chapter, I applied an integrated sediment-transport
model to the Ammer catchment, which combines a conceptual hydrological model with
a river-hydraulics model, a model of sediment generation, and a shear-stress dependent
sediment-transport model within the river. This framework enables to investigate the
major contributors to the suspended-sediment loads in different river sections under dif-
ferent flow conditions.

In the mainly groundwater-fed Ammer catchment, annual suspended-sediment load
is dominated by the contributions of urban particles and sediment input from the karst
system. The contribution from rural areas is small because the topography is comparably
flat and the infiltration capacity of the soils is high in this region resulting in a very
weak surface runoff from rural areas, thus very few rural particles are generated and
transported to the river channel. In-stream processes, i.e. bed erosion and bank erosion,
play significant roles under high-flow conditions (Q > 10m3s−1). The flow rate governs
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Figure 3.7: The distribution of the annual mean deposition, bed erosion, net sediment
trapping, net sediment erosion, and channel slope along the main channel of the Ammer
River (flow direction from right to left). The blue and red dash-dotted lines highlight net
sediment trapping and net erosion, respectively.

the contributions of different processes to the suspended sediment loads. Especially, bed
erosion and bank erosion take place when flow rates reach the corresponding thresholds,
which are 1.5 and 2.5 times the mean discharge, respectively. The channel slope has a
significant effect on the deposition and bed erosion rates. Net sediment trapping was
modelled in the river segments with very mild channel slopes in the Ammer River during
the simulation period with events of a 2-year to 10-year return period. Finally, the river
hydraulics model is necessary to differentiate sediment sources and sinks of in-stream
processes i.e. shear stress related deposition, bed erosion and bank erosion.

The model and results of sediment transport in this chapter are useful and essential for
studying the fate and particle-facilitated transport of hydrophobic pollutants like PAH
in the following chapter, and for the design of optimal sampling regimes to capture the
different processes that drive particle dynamics. In addition, the analysis of deposition
and bed erosion in the Ammer main stem provides information on the distribution of
net sediment trapping within the channel, which would be a good indicator for channel
dredging to improve water quality.
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Figure 3.8: Monthly mean bed erosion along the channel of the Ammer River upstream
of the gauge (flow direction from right to left).
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Chapter 4

Fate of Sediment-Associated
Micropollutants in River Ammer

The content in this chapter contains materials submitted in ”Liu, Y., Zarfl, C., Basu, N.

B., and Cirpka, O. A. (2019). Turnover and legacy of sediment-associated PAH in a

baseflow-dominated river. Science of the Total Environment.”

Polycyclic Aromatic Hydrocarbons (PAH) ubiquitously occur in rivers and threaten
the aquatic system. Understanding the behavior and fate of PAH in a river system can
help to improve management strategies. In this chapter, I apply the particle-facilitated
pollutant transport model to investigate the turnover and legacy of sediment-bound PAH
in a baseflow-dominated river system, the Ammer river. I identify PAH contributions
from dissolved/sediment-bound, wet/dry weather periods, and catchment/in-stream pro-
cesses by model simulations. The average turnover time of sediments and attached PAH
in the Ammer main stem is investigated by analyzing in-stream processes. I study the
legacy of sediment-bound PAH through a model scenario in which I assume a 50% re-
duction in PAH emissions after the implementation of environmental regulations in the
1970s.

4.1 Introduction

PAH ubiquitously occur in the environment, and pose threats to human health and aquatic
systems due to potentially toxic, mutagenic, and carcinogenic properties (Aziz et al.,
2014; Colombo et al., 2006; Yan et al., 2004). The US Environmental Protection Agency
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(USEPA) has listed 16 species of PAH with 2-6 fused aromatic rings as priority pollutants
(Bojes and Pope, 2007). An increasing number of studies have been conducted on these
priority PAH, such as the detection of occurrence (Chiffre et al., 2015; Yang et al., 2008),
the monitoring of concentrations (Oros et al., 2007; Kasiotis and Emmanouil, 2015),
and the diagnosis of potential sources (Christensen and Bzdusek, 2005; Zhang et al.,
2012). PAH are emitted into the environment to a small extent via natural processes,
such as biomass burning, volcanic eruptions, and diagenesis (Tobiszewski and Namies-
nik, 2012), but they are mainly caused by anthropogenic activities in the urbanized and
industrialized regions including vehicle exhaust and tire degradation, industrial emis-
sions, and home heating (Zhang et al., 2009; Schwientek et al., 2017). PAH reach lakes
and oceans through atmospheric deposition and transport by river water (Wang et al.,
2007; Gonzalez-Gaya et al., 2014; Mai et al., 2003). Owing to the strong hydrophobicity
and low solubility, PAH strongly sorb to particles in the aquatic environment (Patrolecco
et al., 2010), and are thus transported over long distances in rivers by sediment transport
(Van Metre and Mahler, 2003; Rügner et al., 2014a). Schwientek et al. (2013a) reported
that total PAH concentrations in rivers linearly scale with the concentration of suspended
solids and the contamination of particles correlates with the degree of urbanization in
the catchment. DiBlasi et al. (2009) revealed that the PAH in the influent of an urban
stormwater bioretention facility show a strong affiliation with runoff suspended solids.
The deposition rates of PAH are higher close to emission sources, e.g., urban areas and
industrial regions (Bari et al., 2014; Lang et al., 2007; Liang et al., 2016; Schwientek
et al., 2017), thus soils are less contaminated with PAH in remote rural areas compared
to urban particles. Doong and Lin (2004) and Liu et al. (2013) demonstrated that PAH
concentrations on bed sediments vary substantially along river channels. Therefore, the
origins of particles essentially determine the contamination level by PAH, i.e., high con-
tamination of urban particles, low contamination of rural sediments, and variable con-
tamination of bed sediments. Particles with different PAH content can be redistributed
in the river channel. To understand the behavior and fate of PAH in a river system, a
particle-facilitated transport model considering particles from different origins and their
redistributions by in-stream processes is necessary, which can also help to investigate the
turnover of sediments and attached PAH.

Many historical studies on PAH demonstrated that PAH fluxes and concentrations in
Europe and the US increased significantly from the 1860s to the 1960s because of the
massive usage of fossil fuels since the Industrial Revolution (Lima et al., 2003; Yan et al.,
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2014), and reached the peak in the 1960s and 1970s (Fernández et al., 2000; Wakeham
et al., 2004). In the late 20th century, continuous declines of PAH concentrations and
fluxes have been observed due to cleaner fuels, technological progress, e.g., particle
filters for vehicles, and the implementation of environmental legislations (Lima et al.,
2003; Purcaro et al., 2013; Shen et al., 2011). Bao et al. (2015) reported that the role of
soils changed from sinks to sources of phenanthrene for a duration of over two decades
after the implementation of environmental regulations in the 1970s. In a river system,
highly PAH-polluted particles may have been stored in bed sediments before the 1970s,
and become a secondary source for PAH afterwards. It is not well understood whether
sediment-bound PAH have legacy effects in the Ammer River and similar streams and
how long the legacy effects would remain in such rivers.

4.2 Model Setup

I apply the particle-facilitated pollutant transport model to the Ammer river to simulate
dissolved, suspended sediment-bound, and sediment-bound PAH concentrations (here
the PAH concentration is the sum of 15 individual PAH concentrations, see Sect. 4.2.2)
using a temporal resolution of one hour. Considering catchment and in-stream processes
in the particle-facilitated pollutant transport model helps to diagnose PAH sources and
investigate the behavior and fate of PAH in rivers.

4.2.1 Particle-Facilitated Pollutant Transport Model

a. PAH Emission From the Catchment

The catchment input module of this model assumes local equilibrium between dissolved
and sediment-bound PAH. The main driving forces for PAH generation are surface runoff
and point-source emissions. Therefore, PAH within the catchment are emitted essentially
via urban and rural surface runoff, contributions from the karst system, and WWTP ef-
fluents.

The total PAH content in the water phase is determined by the dissolved and suspended
sediment-bound concentrations. Total PAH concentrations from different sources are
catchment-specific. It is assumed that PAH concentrations on particles vary from differ-
ent origins, which can be obtained through measurements. Because of the assumption
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of a local equilibrium between dissolved and particle-bound PAH, the dissolved PAH
concentrations from lateral flows can be calculated through the following equation:

ci
plat ,w =

ci
plat ,ss

Ks
×106 (4.1)

in which, ci
plat ,w [ngL−1], and ci

plat ,ss [mgkg−1] are the dissolved and suspended sediment-
bound PAH concentrations from the i-th lateral source, respectively. Ks [Lkg−1] denotes
the partition coefficient. Given sediment fluxes from the catchment (Liu et al., 2018b),
the total PAH flux from sub-catchments can be achieved.

b. PAH Transport in the River

The in-stream transport module is formulated for the main stem of the river. No flow
diversion exists, and tributaries and WWTP effluents are regarded as lateral flows. I
use a Finite Volume discretization to model two types of pollutants, mobile components
(i.e., dissolved and suspended sediment-bound PAH), and an immobile component (i.e.,
sediment-bound PAH). Because the studied river is small and 12-km long, I assume
that dissolved PAH and suspended-sediments with attached PAH in the water phase are
well mixed such that the in-stream transport module of the model simulates the average
concentrations. For bed sediments, average sediment-bound PAH concentrations are
calculated without considering a potential vertical gradient.

I performed a sensitivity analysis on the sorption/desorption process, which demon-
strates that the dissolved and suspended sediment-bound PAH can reach equilibrium
within 20 minutes. The temporal resolution of my particle-facilitated pollutant trans-
port model is one hour. Therefore, the model is not sensitive to the parameters regard-
ing kinetic sorption/desorption. The parameters are set as following: k = 10−5 [ms−1],
ρss = 1800 [kgm−3], and dss = 5×10−2 [mm].

4.2.2 Studied Pollutants and Turnover Time

a. Studied Pollutants

I study priority PAH, excluding naphthalene, with the model approach. Since naph-
thalene is relatively volatile, considerable transport can occur via the atmosphere. In
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addition, it is comparably well biodegradable (Schwientek et al., 2013a). The 15 studied
PAH include acenaphthylene (AcNy), fluorene (Fl), acenaphthene (AcNe), phenanthrene
(PhA), anthracene (An), fluoranthene (FlA), pyrene (Py), benz[a]anthracene (BaA), chry-
sene (Chy), benzo[b]fluoranthene (BbF), benzo[k]fl-uoranthene (BkF), benzo[a]pyrene
(BaP), indeno[1,2,3-cd]pyrene (IP), benzo[ghi]perylene (BghiP), and dibenz[a,h]anth-
racene (DBahA). This study does not focus on each individual PAH, but on the total PAH
concentrations in dissolved, suspended sediment-bound, and sediment-bound forms, at-
tributing average properties to the total sum.

b. Mean Turnover Time

The mean turnover time has been used to investigate water storage dynamics in a hills-
lope (Amvrosiadi et al., 2017; Bishop et al., 2011). I use a similar concept, also mean
turnover time, to quantify the renewal of sediments and attached PAH in rivers. The
smaller the turnover time, the faster the renewal rate. The mean turnover time is ex-
pressed as follows:

tt,s =
Ms

rbed
(4.2)

tt,p =
Mp

rp
bed + rp

e−
(4.3)

in which, tt,s [s] and tt,p [s] represent the mean turnover times of sediments and at-
tached PAH. Ms [gm−1] and Mp [µgm−1] are the average sediment and PAH storage
amounts per unit river length for the simulation period, respectively. rbed [gm−1 s−1],
rp

bed [µgm−1 s−1], and rp
e− [µgm−1 s−1] indicate the average bed erosion rate of sedi-

ments, the erosion rate of PAH, and the exchange rate of PAH from sediments to the
water phase, respectively.

4.2.3 Model Verification and Scenarios

a. Parameter Estimation

Parameters concerning the sediment transport model have been discussed in details in
Sect. 3.3.5. Table 4.1 lists the six parameters required for the particle-facilitated pollu-
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tant transport model. The first four parameters are PAH concentrations on particles from
different origins, which are normally catchment-specific. I used measurements in the
Ammer catchment and literature values to estimate these four parameters. I conducted a
literature survey to determine a reference range of the combined partition coefficient of
the investigated PAH (Ks) and the exchange rate constant (ke). Then I performed a sen-
sitivity analysis to identify the optimal values of the two parameters, in which the rela-
tionship between total PAH concentrations and total suspended-sediment concentrations
(Rügner et al., 2014a; Schwientek et al., 2013a) was used as the reference. Knowing the
organic carbon content of the sediments in the Ammer River, 2-4 % (Schwientek et al.,
2013a), Ks was also estimated based on the composition of the 15 PAH (Liu et al., 2013)
and the octanol-water partition coefficient (Kow) of the individual PAH compounds. De-
tails on the sensitivity analysis and the Ks estimation are provided in Appendix B. The
sensitivity analysis indicates that ke is not sensitive to the hourly total PAH concentra-
tions, whereas it substantially affects the turnover of sediment-bound PAH. In the fol-
lowing model simulations, I used the median values of ke from the reference range.

Table 4.1: Estimated parameters of the particle-facilitated pollutant transport model

Parameters Unit Value Comment
PAH concentration on urban
particles

mgkg−1 8.1 (Gocht et al., 2005)

PAH concentration on rural
particles

mgkg−1 1 a Field measurements

PAH concentration on karst
particles

mgkg−1 1 Set the same as rural particles

PAH concentration on
WWTP particles

mgkg−1 13 (Launay et al., 2016)

Combined partition coeffi-
cient, Ks

Lkg−1 105 See Supporting Material

Exchange rate constant, ke s−1 5×10−9 b (Rakowska et al., 2014)

a represents the average PAH concentration on rural particles.
b indicates the median value of the reference range.
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b. Model Verification

Measuring PAH is time-consuming and expensive so that a time-series of PAH measure-
ments is hardly possible. The developed particle-facilitated pollutant transport model
will overcome this issue and use easily measured parameters (e.g., precipitation and
turbidity) to investigate the fate of PAH. Only few measurements of total PAH con-
centrations are available in the Ammer River, which means that the typical calibration-
validation method is inappropriate. However, these available measurements and infor-
mation on pollutant patterns can help to verify the model. Rügner et al. (2014a) and
Schwientek et al. (2013a) reported a linear relationship between total PAH concentra-
tions and suspended-sediment concentrations in the Ammer River, which can be used as
a reference to evaluate the particle-facilitated pollutant transport model.

c. Simulation Scenario for PAH Legacy Effect

To investigate whether a PAH legacy exists in the Ammer River, a model scenario is
used to simulate the general trend of sediment-bound PAH concentrations from 1960 to
2010. The environmental regulation of PAH became effective in 1970 which resulted in
the reduction in PAH and particle emissions after 1970. Thus, the simulation period is
divided into the pollution period (1960-1970) and the environmental-regulation period
(1970-2010). Bao et al. (2015) assumed a 50% reduction of the phenanthrene concentra-
tion in the atmosphere for the environmental regulation period after 1970 to investigate
the role of soils in the soil-atmosphere exchange of phenanthrene. The same concept is
used here, i.e., particle and PAH emission for the pollution period is twice as high as
during the regulation period.

4.3 Results and Discussion

4.3.1 Model Performance

Figure 4.1 shows the modelled and measured total PAH concentrations at the gauge. It
can be seen that the modelled total PAH concentrations for the event in July 2013 are
in the same order of magnitude as the measurements, especially the shape of the event
measurement is simulated well by the model. In addition, the relationship regressions
between total PAH concentrations and suspended-sediment concentrations of the model
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and the reference study (Rügner et al., 2014a; Schwientek et al., 2013a) are in good
agreement (Table 4.2). This indicates that the model setting is feasible for the particle-
bound PAH simulation in the Ammer River.

Figure 4.1: Modelled and measured total PAH concentrations (dissolved + suspended
sediment-bound) in the aqueous phase at the gauge.

Table 4.2: PAH concentrations on suspended sediments and distribution coefficients (log-
arithm form) from the reference and model simulation

Parameters Reference value Model value
PAH concentrations on SS [mgkg−1] 5.8 ± 0.3 5.7

Log (Kss [Lkg−1]) a 5.3 b 5.6 c

a. Kss represents the distribution coefficient, the ratio of the suspended sediment-
bound PAH concentration (mgkg−1) over the dissolved PAH concentration (mgL−1).
b. it shows the distribution coefficient of Fluoranthene.
c. it is the combined distribution coefficient of 15 investigated PAH.

4.3.2 Annual PAH Load

Figure 4.2 shows the modelled contributions of dissolved and suspended sediment-bound
PAH, as well as the contributions of wet and dry periods to the annual PAH load for the
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years 2014-2016 in the Ammer River. The suspended sediment-bound PAH account for
approximately 75% of the total annual load, and dissolved PAH constitute about 25%
(Fig. 4.2(a)). This demonstrates that the transport of PAH in the Ammer River is mainly
facilitated by suspended-sediment transport. Hwang and Foster (2006) investigated PAH
sources in the Anacostia River suggesting that PAH in storm flow were significantly en-
riched in the particle phase with 68-97% (median = 87%) of the total PAH. Our simulated
fraction of particle-bound PAH falls within the corresponding range, which indicates a
good agreement. Because the Ammer catchment is dominantly groundwater-fed, the
low flow accounts for a very big proportion of the flow duration curve, which results
in a relatively high fraction of dissolved PAH since dissolved PAH were predominant
under base-flow conditions (Hwang and Foster, 2006). Fig. 4.2(b) depicts contributions
of PAH during wet periods (with precipitation) and dry periods (without precipitation).
Seventy percent of the total PAH load is contributed by wet periods. The contribution
of dry periods (30%) is surprisingly large because the Ammer River has a rather high
suspended sediment contribution under low-flow conditions and WWTPs also emit PAH
to the river during dry periods, which reflects that the pattern of suspended-sediment
transport substantially affects the PAH transport.

Figure 4.2: The contribution of dissolved and suspended sediment-bound PAH (a), wet
and dry periods (b) to the annual PAH load.

PAH from different processes were analyzed by model simulations (Fig. 4.3). In the
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Ammer River, urban PAH (2.6 kg per year) dominate the total PAH load, accounting
for over 74%, followed by the contribution from the karst system, constituting 19%.
Bed erosion induces 4% of the total PAH load from bed sediments, namely 0.13 kg per
year. PAH contributions from different processes demonstrate a similar pattern as for
suspended sediments (Liu et al., 2018b). A big urban contribution was observed because
urban particles are typically more contaminated by PAH due to anthropogenic activities
than rural particles (see also Table 4.1). Zhang et al. (2012) revealed that car emissions
were the most significant source of PAH in Lake Taihu (53.6-54.3%), followed by coal
combustion (23.8-28.8%) and wood combustion (11.9-16.0%). The sum of car emissions
and coal combustion (84.0-88.1%) could represent the urban signals. Stein et al. (2006)
demonstrated that high-molecular-weight PAH compounds, which mainly have a pyro-
genic source, account for 74% of the total PAH concentrations in the Dominguez channel
watershed in Los Angeles, USA. My model results are consistent with these studies.

Figure 4.3: Annual PAH load from different processes. Loadgauge is the PAH load at the
gauge calculated by modelled discharge and PAH concentrations. Loadurban, Loadrural ,
and Loadkarst represent PAH load from urban areas, rural regions, and the karst system.
Loadbde, Loaddep, and Loadexc are the PAH load from bed erosion, deposition and ex-
change between water and sediments for the entire river channel. The positive values
indicate PAH input to the water phase of the river channel, while negative values denote
PAH load leaving the river channel.
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4.3.3 Turnover of Sediments and Attached PAH

The length profile of turnover time was simulated for bed sediments and attached PAH for
the years 2014-2016 (shown in Fig. 4.4). It varies substantially along the river channel,
namely 10-106 days and 10-104 days for sediments and sediment-bound PAH, respec-
tively. The turnover time of sediments is longer than that of sediment-bound PAH, partic-
ularly in the mild river reaches with long sediment turnover time. Because the turnover
of sediments is driven only by bed erosion, whereas the turnover of sediment-bound PAH
is also affected by the PAH exchange between the water phase and sediments. As seen
in Fig. 4.4, no significant difference of turnover time for sediments and attached PAH
can be observed in river segments with steep slopes, which indicates that for steep river
reaches, turnover of sediments determines the turnover of attached PAH. By contrast, in
the very mild river segments, the turnover time of sediments is 1-2 orders of magnitude
longer than that of the attached PAH. This is because bed erosion in mild river reaches
is so small that the diffusive PAH exchange between water and sediments dominate the
overall transfer from the bed to the mobile water. Reaches with long sediment turnover
time are sediment storage pools, where old and highly PAH-polluted particles may cumu-
late. These locations could release PAH under low-flow conditions due to the diffusion
of PAH from sediments to water. Therefore, the PAH legacy may exist in very mild river
reaches (further discussion will be included in Sect. 4.3.5).

4.3.4 Role of River Beds as PAH Sources or Sinks

Flow rates influence the PAH flux between water and the river bed, Fig. 4.5 demonstrates
the relationship between modelled PAH flux of the entire river and flow rates. A positive
PAH flux (from water to the river bed) when the flow rate is small, typically smaller than
2 m3 s−1, indicates that the river bed functions as PAH sink for the entire river under
low-flow conditions. Deposition of suspended sediments dominates when discharge is
small, which leads to the deposition of suspended sediment-bound PAH. With the in-
crease of discharge to the range of 2-5 m3 s−1, the PAH flux becomes nearly zero so that
a temporary steady state is formed since deposition and erosion of PAH are balanced
for the whole river within this range of flow rates. When flow rates are larger than 5
m3 s−1, the overall PAH flux is oriented from the river bed to the mobile water due to the
strong erosion of bed sediments, denoting that the river bed becomes a PAH source under
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Figure 4.4: Average turnover time of sediments and sediment-bound PAH along the main
stem of the Ammer River based on the simulation from 2014 to 2016 (flow direction from
right to left).

high-flow conditions. To large extent, the PAH flux is related to the flux of sediments.

With the length profiles of deposition, bed erosion, and exchange of PAH, I can iden-
tify potential spots of PAH legacy. The length profile with channel slopes is shown in
Fig. 4.6. The net deposition and flux of PAH from the river bed to the mobile water
vary significantly along the Ammer main stem. The net PAH deposition shows a similar
pattern as the net sediment deposition (Liu et al., 2018b), i.e., the net deposition occurs
in the very mild reaches, which indirectly reflects the strong particle-facilitated transport
characteristic of PAH. The main difference is that PAH are released from sediments to
water in sediment trapping pools. These reaches may carry the signals of old sediments
and thus attached PAH. Because of the weak erosion in mild river reaches, the exchange
of dissolved and sediment-bound PAH becomes relevant. Therefore, net sediment trap-
ping pools may be long-term PAH sources even after a significant reduction of the PAH
load in the water entering the river.
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Figure 4.5: PAH flux between the river bed and the mobile water for the entire river.
Positive (+) values indicate PAH flux from water to the river bed, while negative (-)
values indicate the opposite direction.

4.3.5 Legacy of Sediment-Bound PAH

The emission level of PAH influences the concentration distribution and the contamina-
tion level of sediments in rivers. Fig. 4.7 displays the simulated time series of sediment-
bound PAH concentrations at three locations (locations are marked in Fig. 4.6) before
and after the pollution regulation came into effect in the 1970s assuming a 50% reduction
in PAH emission and particle production. Higher sediment-bound PAH concentrations
were simulated for all three locations before 1970 because higher emissions before the
regulation period result in particles with higher PAH content. After the regulation be-
came effective, a very fast decrease of sediment-bound PAH concentrations is modelled
at location A. This is because the deposition and bed erosion rates at location A are
approximately the same leading to a fast sediment turnover and erasing historical PAH
concentrations. At location B and C, however, the simulated bed sediment-bound PAH
concentrations only gradually decrease, taking 10-20 years. Here, the deposition rate
is larger than the bed erosion rate, which results in the trapping of sediments with their
historical PAH contamination. Over time the cumulated old sediments with high-content
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Figure 4.6: The distribution of PAH deposition (dep), deposition + exchange (dep+exc),
bed erosion (bde), net exchange (net exc), and net deposition (net dep) along the channel
of the Ammer River.

of PAH are diluted by the less-contaminated newer sediments. As discussed above, the
diffusion of PAH from river-bed sediments to the mobile water is relevant in the sediment
trapping locations. The concentration decrease of bed sediment-bound PAH at location
B is faster than that at location C since the sediment trapping in location B is smaller
than that at location C. Therefore, in these locations (representing reaches with sediment
trappings), the PAH legacy is relevant, which can extend 10-20 years.

Figure 4.8 shows the time series of modelled sediment-bound PAH mass and modelled
diffusive PAH fluxes between the mobile water and the river bed at three representative
locations. At location A, the modelled bed sediment-bound PAH mass (Fig. 4.8(a))
immediately drops to a lower level after 1970 (the environmental regulation is assumed
to be effective in 1970) because the turnover of sediments and PAH at location A is very
fast, and the PAH flux (Fig. 4.8(b)) due to the exchange process between water and the
river bed remains around 0, which indicates that the diffusion of PAH at location A is
not relevant. This finding is consistent with the statement that the sediment turnover
determines PAH turnover at location A. By contrast, at location B and C, Fig. 4.8(a)
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Figure 4.7: The change of PAH concentrations on sediments for locations A, B, and C
(shown in Fig. 4.6) along the river before and after the pollution regulation in 1970. A:
deposition ≈ erosion, B: deposition > erosion, C: deposition� erosion.

shows a continuous decrease of modelled bed sediment-bound PAH mass from 1970 to
1980 due to the introduction of the environmental regulation. This can be explained by
the input of particles to the river becoming less and particles becoming ”cleaner” after
1970 compared to that in the pollution period before 1970, which induces the river bed
switched from the sink to the source of PAH in the Ammer river at the early time after the
simulated drop in PAH load. The model simulates small increases and decreases of bed
sediment-bound PAH mass between 1980 and 1990. During this period, the diffusion of
PAH from the river bed to the water becomes smaller because of the continuous decrease
of bed sediment-bound PAH concentrations but is still so significant that the deposition
of PAH and the release of PAH from the river bed to the mobile water are balanced.
From 1990 I can see a continuous increase of bed sediment-bound PAH mass at location
B and C from the model simulation because the bed sediment-bound PAH concentration
decreases to the same level as the input PAH such that the river bed becomes the sink
of PAH at the two locations. This is supported by Fig. 4.8(b), my model simulates a
significant diffusive mass flux from the river bed to the water over a time period of 10-
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20 years after the change of the input into the river at location B and C, followed by a
regime in which the flux fluctuates and changes direction. The latter implies that in River
Ammer the legacy of PAH remained over 10-20 years, which is in good agreement with
the change of sediment-bound PAH concentrations.

4.4 Summary and Conclusion

The transport of PAH is mainly facilitated by sediment transport due to the strong hy-
drophobicity of these compounds. In this study, I presented a particle-facilitated pollu-
tant transport model, which simulates dissolved and sediment-bound PAH from different
origins (i.e., urban regions, rural areas, and the river channel) with variable PAH contam-
ination and considers PAH interactions between water and sediment. With this model I
investigated the turnover of sediment-bound PAH and their legacy potential in a river.

In the Ammer River, sediment-bound PAH contribute approximately 75% to the an-
nual PAH load, whereas, in other rivers this fraction has been reported to vary substan-
tially (Hwang and Foster, 2006; Schwientek et al., 2017). The supply and composition
of the sediments determine to a large extent the PAH supply to a river. In steep reaches,
sediment turnover governs the turnover of PAH, whereas in very mild river segments
diffusion of PAH from the river bed to the mobile water is relevant and significantly re-
duces PAH turnover times. As the turnover of sediments is affected by the flow rate, this
also holds for the redistribution of PAH. This study indicates that PAH legacy occurs in
sediment trapping reaches. For River Ammer, we simulated that the river bed may have
acted as secondary PAH source over 10-20 years after the environmental regulation in
1970s, which supports the hypothesis of Liu et al. (2013) on PAH legacy pollution in
industrialized countries.

This study demonstrates how the PAH turnover and the legacy potential varies along
the simulated river, which is useful and helpful for the management of persistent pol-
lutants and the assessment of their environmental impacts, such as estimating the dis-
tributed PAH toxicity to benthic organisms (Hawthorne et al., 2006) and the contribution
of PAH to the total toxicity in the flowing water. While the proposed particle-facilitated
pollutant transport model was applied to PAH in River Ammer, the framework can be
transferred to predict the fate and exposure of other hydrophobic compounds in other
rivers. The study illustrates that a thorough understanding of river hydraulics is neces-
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sary to understand the fate of PAH in rivers, because the dynamics and spatial distribution
of PAH depends on sediment transport, which itself depends on the shear stress exerted
by the river flow.

83



Chapter 4 Fate of Sediment-Associated Micropollutants in River Ammer

Figure 4.8: Time series of modelled sediment-bound PAH mass per unit river bed (a)
and modelled PAH flux due to the exchange process between water and river beds (b)
at locations A, B, and C (shown in Fig. 4.6) before and after the introduction of the
environmental regulation in 1970. Positive values in figure (b) represent PAH flux from
water to the river bed, negative values show the opposite direction.
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Chapter 5

Fate of Dissolved Micropollutants in
River Steinlach

In recent years, dissolved emerging micropollutants e.g., pharmaceuticals at concentra-
tions in the range of nano- to micrograms per liter have become the major concern for
water quality. The increasing detection of pharmaceuticals in rivers has drawn growing
attentions. Understanding the fate of these compounds can help to evaluate the environ-
mental impacts on river systems. I applied the one-dimensional reactive solute transport
model with transient storage to investigate the fate of representative pharmaceuticals in
the lowest section of River Steinlach, which is impacted by WWTP-effluents. Taking
advantages of tracer experiments and a Lagrangian sampling campaign performed both
at day and night, I could differentiate attenuation mechanisms for different pharmaceu-
ticals. I estimated river hydraulic parameters and quantified the effect of flow rate on
transient storage by fitting tracer breakthrough curves. Based on the sampling campaign
I investigated the main attenuation processes of representative pharmaceuticals. Finally
I quantitatively simulated the effect of flow rates on pharmaceutical removal.

5.1 Introduction

In industrialized countries, concerns about the water quality in rivers have shifted from
nutrients to emerging micropollutants. With the development of better analytical tech-
niques emerging contaminants, such as pharmaceuticals (Zhao et al., 2010; Kunkel and
Radke, 2012; Sim et al., 2010), have been become detectable in rivers at concentra-
tions in the range of nano- to micrograms per liter (Li et al., 2016; Acuña et al., 2015).
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These compounds potentially have negative impacts on aquatic organisms and humans
(Gelsleichter and Szabo, 2013; Grabicova et al., 2017). However, common treatment of
wastewater treatment plants (WWTPs) are not designed for their removal and they are
not included in routine monitoring programmes. Their environmental fate and ecotox-
icological effects are not well understood (Aristi et al., 2016; Hughes et al., 2012; Pal
et al., 2010).

WWTPs have been reported to be the main source of pharmaceuticals in streams (Mu-
solff et al., 2009; Phillips et al., 2012; Launay et al., 2016). Effluent and overflow of
WWTPs bring incompletely removed pharmaceuticals into rivers, which then are diluted
by the water from natural sources. Therefore, the fraction of WWTP effluent to the total
river discharge essentially determines the magnitude of micropollutant concentrations
downstream of the WWTP inlet. When the effluent constitutes a large fraction of to-
tal river flow, the environmental impacts increase. During dry seasons, WWTP effluent
could contribute over 70% to the total discharge in rivers with low base flow, such as the
Steinlach River (Guillet et al., 2018). The discharge (a mixture of WWTP effluent and
water from the catchment) controls the hydrodynamics of a river, which substantially af-
fects transport and degradation of contaminants within the river (Cranswick et al., 2014;
Lewandowski et al., 2011). Flow and pollutant transport may behave differently under
low-flow conditions than under high-flow conditions.

The attenuation mechanisms of micropollutants in streasms include adsorption onto
bed sediments, photo-degradation, and bio-degradation (Barber et al., 2013; Wang and
Lin, 2014; Li et al., 2013). Adsorption effects are normally qunatified by distribution
coefficients between different phases; photo-degradation undergoes a diurnal pattern due
to the fluctuations of solar radiation (Hanamoto et al., 2013). While bio-degradation can
in principle occur in water column, it is often concentrated in the hyporheic zone, that
is, the top bed layer where river water infiltrates and exfiltrates back into the river, and
in stagnant pool. These in comparison to the main channel practically immobile zones
make up of the transient storage zone where the water resides over longer time periods
and microorganisms have enough specific surface area to grow on (Burke et al., 2014;
Kunkel and Radke, 2008). Transient storage zones increase the travel time of contami-
nants and influence their attenuation. Tracer experiments can be used to estimate typical
hydraulic parameters e.g., the mean flow velocity and dispersion coefficient, and coeffi-
cients parameterizing the effects of transient storage on the solute transport (Engelhardt
et al., 2011; Haggerty et al., 2009; Knapp et al., 2017; Briggs et al., 2009). In Lagrangian
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sampling the same water parcel is sampled on its trajectory along the stream. This sam-
pling technique can give insights to transformation of solutes, unaffected by advection
(Kunkel and Radke, 2011; Writer et al., 2013; Schwientek et al., 2016). Reactive trans-
port models (Riml et al., 2013) can be used to understand the entire system, but it is hard
to quantify the effects of different processes. However, together with tracer experiments
and Lagrangian sampling techniques targeting the contaminants, reactive transport mod-
els can be better verified so that the investigation of different processes becomes feasible.

5.2 Data Collection

5.2.1 Tracer Test

Several tracer tests were conducted in the Steinlach River. Fig. 1.3 shows the injection
site and 4 downstream stations for measuring time-series of tracer concentrations. The
tracer injection site is 492 m upstream from the first measuring station (MS1), which
is sufficient to ensure that the tracer is well mixed over the cross-section when reaching
MS1. The distance between the measuring stations, i.e., MS1-MS2, MS2-MS3 and MS3-
MS4, are 410 m, 475 m, and 425 m, respectively. Sodium-fluorescein was used as tracer.
At neutral pH it does not sorb. It undergoes photo-degradation but no biodegradation
in rivers (Gutowski et al., 2015), which makes it an ideal tracer during night and can
reflect photo-degradation intensity during day. Two tracer campaigns were performed,
in which tracer concentrations were recorded with a time resolution of 10 seconds at the 4
measuring stations. The first one was on August 7-8, 2015 with day and night samplings.
Flow rates for both day and night samplings were quite stable, namely 0.18 m3s−1 and
0.16 m3s−1, respectively. The second tracer-test campaign was on September 21, 2016
with night samplings, the flow rate was also stable during the campaign, namely 0.25
m3s−1. More information on sampling and measurements of the tracer test can be found
in Guillet et al. (2018).

5.2.2 Measurements of Pharmaceuticals

River contaminants were measured on August 7-8, 2015 for both day and night cam-
paigns. At MS1, 6 one-hour composite samples were taken by auto-samplers to measure
hourly average pollutant concentrations. Triplicate grab samples were taken at a single
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time at MS2. Single grab samples were used at MS3 and MS4. Details about the sample
collection, storage, and analysis are reported by Guillet et al. (2018).

In this study, I have selected four representative pharmaceuticals to investigate the ef-
fects of different attenuation processes. They are the anticonvulsant carbamazepine, the
antibiotic sulfamethoxazole, the beta-blocker metoprolol, and the antidepressant ven-
lafaxine.

5.3 Model Setup

I applied the model of solute reactive transport with transient storage (see Sect. 2.5) to
the Steinlach River (described in Sect. 1.2.2) to simulate the main attenuation processes
for the representative pharmaceuticals listed above under steady-state flow conditions.
The data of the tracer experiments and samplings of the pharmaceuticals are used to
identify transient storage effects and different pollutant removal mechanisms.

5.3.1 Reactive Solute Transport Model

The reactive transport model is performed under steady-state flow conditions. The time
step size is set to the temporal resolution of the tracer test. A finite volume discretization
is used to solve the transport of solutes in the main channel, which is coupled with the
transient storage area enabling the solute exchange between two compartments.

To fit the tracer breakthrough curves, the measured time-series of tracer concentrations
at MS1 is used as the boundary condition and the initial condition is set to 0 since no
tracer was present in the river before the tracer experiment. The measured time-series at
MS2, MS3, and MS4 are used to calibrate model parameters.

For simulating the fate of pollutants in the river, pollutant measurements at MS1 are
also used as boundary condition, but a continuous time-series of concentrations is re-
constructed based on 6 continuous hourly-average concentrations by a method that mini-
mizes the squared slope of the time series while meeting the values of the time-averaged
concentrations and ensuring non-negativity of the reconstructed time series (Guillet et al.,
2018):

crec(t) = argmax
c(t)≥0∀t

∫ T

0

(
dc(t)

dt

)2

dt (5.1)
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subject to

1
∆t

∫ i∆t

(i−1)∆t
crec(t)dt = ci,meas (5.2)

in which crec(t) [ngL−1] is the reconstructed concentration at time t [s]. ci,meas [ngL−1] is
the i-th hourly-average concentration. ∆t is 1 hour in this study, which is the averaging
duration.

5.3.2 Parameter Estimation

I used DREAM(ZS) (see Sect. 2.6.1) to estimate the model parameters of conservative
solute transport from the night-tracer tests and of the attenuation processes from the
micropollutant measurements. DREAM(ZS) is a Markov chain Monte Carlo (MCMC)
sampling algorithm, which efficiently estimates the posterior probability density function
of model parameters given the data of dependent variables (Vrugt et al., 2008, 2009;
Vrugt, 2016).

To fit the tracer BTCs, I estimated the average velocities (v1 - v3) and longitudi-
nal dispersion coefficients (D) between all measuring stations, the average fraction of
transient storage area ( fim), the average exchange rate constant (kex), and the average
photo-degradation rate constant of fluorescein (kpho, only for day tracer BTCs) of the
entire investigated river segment. For the pharmaceuticals of interest, I estimated the rate
constants of photo-degradation (kpho) and bio-degradation (kbio). First I estimated the
transport parameters from the day and night tracer BTCs. Then, keeping the hydraulic
parameters determined from the night tracer BTCs, I estimated the bio-degradation rate
constants of the target pharmaceuticals. Finally, I estimated the photo-degradation rate
constants for the investigated pharmaceuticals based on the parameters of the day tracer
BTCs and the bio-degradation rate constants. The fitted parameters are shown in sect.
5.4. The Nash-Sutcliffe Efficiency of the model fit is calculated from the MAP parameter
set as well.
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5.3.3 Pollutant Removal

The average pollutant removal during a time period is calculated as the ratio of removed
pollutant mass over the total pollutant mass, see below:

Rremoval =

∫ T
0 Q(t)c0(t)dt−

∫ T
0 Q(t)cr(t)dt∫ T

0 Q(t)c0(t)dt
(5.3)

in which Rremoval [−] is the average pollutant removal during time period T [s]. Q(t)

[m3s−1] represents the flow rate at time t. c0(t) [ngL−1] and cr(t) [ngL−1] stand for pollu-
tant concentrations without and with removal processes at time t, respectively.

The pollutant removal is contributed by the photo- and bio-degradation:

Rremoval = Rphoto
removal +Rbio

removal (5.4)

in which, Rphoto
removal [−] and Rbio

removal [−] denote pollutant removals by photo- and bio-
degradation, respectively. To separate the two contributions, measurements at day- and
nighttime are needed. I further assume that rate constant of bio-degradation determined
at night holds also for the daytime. Then, the remaining degradation can be attributed to
photo-degradation.

To calculate the 24-hour average pollutant removal for the measurement campaign in
August 7, 2015, I reconstructed the boundary condition of pharmaceutical concentrations
as described in Sect. 5.3.1.

To investigate the influence of the flow rate on pollutant removal, I take the hydraulic
parameters from the night tracer tests in 2015 and 2016. I assume that the input of pol-
lutant mass flux from the WWTP does not depend on the two flow conditions, resulting
in small pollutant concentrations for high flow rate. Furthermore, the photo- and bio-
degradation rate constants are assumed to remain at the calibrated values determined
from the pollutant measurements in 2015.
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5.4 Results and Discussion

5.4.1 BTC Fitting and Effects of Flow Rates on Transient Storage

Figure 5.1 depicts the measured and modelled BTCs of two night tracer experiments in
August 7, 2015 (Fig. 5.1a) and September 21, 2016 (Fig. 5.1b) in the Steinlach River. It
can be seen that both BTCs are reproduced very well by the model. The simulated tracer
concentrations and the shape of both BTCs are perfectly fitted. In particular, the first-
arrival time, peak concentrations, and the long tailing are captured, implying that this
model is verified very well. In Fig. 5.1a, the tracer concentrations at MS2 drop to 0 after
7 hours of injection, because the measurement sensor was clogged. This measurement
artifact is not reflected in the model. I also tried to fit the normal advection-dispersion
model to the tracer data but could not reproduce the main features of BTCs, especially the
long tailing. This indicates that a transient-storage mechanism is necessary to simulate
solute transport in the Steinlach River under low-flow conditions. The NSE values cal-
culated with the MAP parameter set for the night tracer experiments in 2015 and 2016
are 0.996 and 0.998, respectively suggesting a very good model fit at nighttime when
fluorescein is conservative. Table 5.1 lists the MAP parameters for the simulation.

Table 5.1: Estimated parameters by model fitting for night tracer tests in 2015 and 2016

Parameter Unit Definition 2015 2016
v1 [ms−1] MS1-MS2 velocity 0.097 0.130
v2 [ms−1] MS2-MS3 velocity 0.150 0.216
v3 [ms−1] MS3-MS4 velocity 0.122 0.169
D [m2s−1] dispersion coefficient 1.3 2.3
fim [−] transient storage fraction 0.169 0.127
kex [s−1] exchange rate constant 6.4×10−4 2.5×10−4

Q [m3s−1] river discharge 0.16 0.25

Table 5.2 shows the absolute transient storage area and relative transient storage frac-
tion based on the model simulation. It can be seen that transient storage is relevant
under low-flow conditions (flow rate < 0.16 [m3s−1]), when up to 17% of the cross-
sectional area is in the transient storage (note that the mean discharge of this river is 1.84
m3s−1). The relative fraction of transient storage decreases with the increase in flow
rate because the total cross-sectional area increases with increasing discharge. The ab-
solute transient storage area decreases with the increase of flow rate, its percent change
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Figure 5.1: BTC fitting for the night tracer campaigns in 2015 and 2016.

is smaller than that of relative fraction of transient storage. The increase of flow rate
may connect disconnected areas of the surface-water body so that the immobile area de-
creases. However, the increase in discharge should not affect the transient storage area
in the hyporheic zones so that the absolute transient storage area decreases slower than
the relative transient storage. I assume that when the flow rate increases significantly, the
relative fraction of transient storage becomes so small that the effect of transient storage
on solute transport may be neglected.

5.4.2 Attenuation of Representative Pharmaceuticals

Fluorescein tracer is reported to be photodegradable (Guillet et al., 2018; Gutowski et al.,
2015). The time-series of solar radiation is accounted for in the model to capture the diur-
nal pattern of photo-degradation. Fig. 5.2 shows the measured and modelled BTCs of the
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Table 5.2: Transient storage for night tracer tests in 2015 and 2016 with different flow
conditions.

Year Flow rate (Q, m3s−1) Relative transient
storage fraction [-]

Absolute transient
storage area [m2]

2015 0.16 0.169 0.22
2016 0.25 0.127 0.18

day tracer experiment in August 7, 2015 in the Steinlach River. The measured data are
fitted very well by the model considering solar radiation dependent photo-degradation.
The main features of the BTCs (shape and tailings) are all reproduced. The NSE value
is 0.991 for the model with the MAP parameter set, which indicates an excellent match
between measured and modelled tracer concentrations. Compared with the night tracer
experiment (Fig. 5.1a), it can be seen that photo-degradation is relevant in fluorescein
transport at daytime. The fitted photo-degradation rate constant is slightly larger than
that estimated by Guillet et al. (2018), who considered photo-degradation to affect flu-
orescein regardless of transient-storage effects, whereas in my model photo-degradation
takes place only in the mobile water and not in the transient storage zones. The fitted
photo-degradation rate coefficient of fluorescein provides a reference to estimate photo-
degradation of other photo-sensitive compounds such as some pharmaceuticals.

Figure 5.2: BTC fitting for the day tracer campaign in August 7, 2015.
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Based on the hydraulic parameters calibrated by night and day tracer campaigns, first-
order photo- and bio-degradation rate constants are achieved for the four representative
pharmaceuticals (Carbamazepine, Metoprolol, Sulfamethoxazole, and Venlafaxine) by
fitting measured concentrations. Fig. 5.3 shows that the trend of pharmaceutical mea-
surements can be well reproduced both in the night and day campaigns.

Table 5.3 shows the calibrated photo- and bio-degradation rate constants of the four
selected pharmaceuticals. According to table 5.3, the four pharmaceuticals can be clas-
sified into three groups. Carbamazepine is relatively conservative with very small photo-
and bio-degradation rate constants. This is consistent with in-situ experiments and other
modelling studies (Guillet et al., 2018; Andreozzi et al., 2003; Tiehm et al., 2011). Sul-
famethoxazole undergoes only bio-degradation in the Steinlach River. Xu et al. (2011)
and Radke et al. (2009) also reported that the elimination of sulfamethoxazole in rivers
is mainly caused by bio-degradation in sediments. The photo-degradation is hardly ob-
served (Xu et al., 2011). Photo- and bio-degradation processes are found both rele-
vant for metoprolol and venlafaxine in this study, which has also been reported by Fono
et al. (2006) and Liu et al. (2009a) in other river systems. However, photo- and bio-
degradation rate constants are river-specific, and are influenced by the environmental
conditions. Studies in other regions show that the two processes may be negligible
(Aymerich et al., 2016). Guillet et al. (2018) used a nonparametric transfer function
approach to investigate the photo-dependent and photo-independent elimination pro-
cesses, but cannot separate mobile and immobile water (e.g., photo-degradation should
only influence water in mobile water that receives sunlight). In this study, photo- and
bio-degradation processes take place in different compartments of the river. The bio-
degradation rate constant is higher than that of Guillet et al. (2018) since only the water
in immobile zone exhibits bio-degradation and the fraction of immobile water in my
study is smaller than 17%.

Figure 5.4 depicts the modelled average removal of studied pharmaceuticals by photo-
and bio-degradation during a 24-hour period in the Steinlach River. The pollutant re-
moval was calculated for the 1310 meters long reach between the first (MS1) and last
(MS4) measuring stations. The travel time of water from MS1 to MS4 is 3.2-3.6 hours.
The total removal of carbamazepine by photo- and bio-degradation is very limited, result-
ing in a small total removal, < 2.5%. This is consistent with the very small degradation
rate constants and reflects the relatively conservative characteristics of carbamazepine.
For sulfamethoxazole, only bio-degradation contributes to the total removal since photo-
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Figure 5.3: Measured and modelled pharmaceutical concentrations during night (left)
and day (right) in August 7, 2015.

Table 5.3: Calibrated degradation rate constants of representative pharmaceuticals

Pharmaceuticals photo-degradation rate constant* bio-degradation rate constant
[×10−5s−1] [×10−4s−1]

Carbamazepine 0.30 0.05
Metoprolol 2.3 1.4

Sulfamethoxazole 0 1
Venlafaxine 2.2 1.1

* shows the reference photo-degradation rate constants calculated with the global
solar radiation of 500 Jm−2s−1.

degradation was found to be negligible in the Steinlach River. The total removal of
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sulfamethoxazole over the reach is 13%, which is higher compared to studies for three
Swedish rivers (Li et al., 2016). This implies that the bio-degradation of sulfamethoxa-
zole was enhanced in the Steinlach River. The reasons could be that i) the measurements
were conducted in August when the water temperature was 20 to 25 ◦C, which is the
optimal temperature for microbial metabolism; ii) During the measurement campaign,
WWTP effluent was estimated to account for over 70% of the total river discharge. The
effluent could provide adequate substances for bacteria living in the transient storage
zone; iii) the flow rate of the campaign was really low (0.16-0.18 m3s−1) compared to
the mean discharge of 1.84 m3s−1. Thus, the effects of transient storage become impor-
tant. Bio-degradation mainly occurs in hyporheic zones, the main component of transient
storage areas. Meanwhile, the relative high transient storage fraction could increase the
residence time of pollutants such that bio-degradation elimination may increase. For
metoprolol and venlafaxine, studies have reported eliminations of metoprolol (Liu et al.,
2009a; Nödler et al., 2014) and venlafaxine Rúa-Gómez and Püttmann (2013) in rivers
by photo- and bio-degradation. In the Steinlach River, bio- and photo-degradation both
contribute to the total removal of 23.2-26.5% in the reach. Their bio-degradation re-
moval of 13.4-16.2% is similar to that of sulfamethoxazole. In addition metoprolol and
venlafaxine undergo obvious removal by photo-degradation (9.9-10.3%) in the Steinlach
River. Reasons for that may be: i) the water depth during the campaign was very shallow
and the shading of the studied reach can be neglected. This ensures that water in the
main channel can receive maximal solar radiation and the vertical attenuation of sun-
light is insignificant; ii) solar radiation in August is intensive and the sunshine duration
is large ca. 15 hours. In addition, during the campaign the sky was mostly clear. This
provides a good external environment for photo-degradation. On the contrary, Aymerich
et al. (2016) reported an insignificant load reduction of venlafaxine in a spanish river
and Li et al. (2016) reported a wide range (from >5% to nearly 60%) of metoprolol
depletion in four Swedish rivers. It can be seen that the degradation processes for phar-
maceuticals that may be photo- and bio-degradable are substantially influenced by the
local environment (e.g., temperature, solar radiation, proportion of WWTP effluents).

5.4.3 Effects of Flow Rates on Pharmaceutical Removals

Figure 5.5 shows simulated removals of four pharmaceuticals under two different flow
conditions. The removals are 2.4-26.3% and 1.7-15.9% for river discharges of 0.18 and
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Figure 5.4: Average removals of representative pharmaceuticals by photo- and bio-
degradation from the entire studied river reach (between MS1 and MS4, 1310 m) for
a 24-hour period in August 7, 2015.

0.25 m3s−1, respectively. In the two scenarios, the WWTP effluent released to the river
is assumed to be the same (pollutant mass flux and the effluent flow rate). However, the
removal differs for the same pharmaceutical under the two investigated flow conditions.
It can be seen that pharmaceutical removals decrease with the increase of discharge, but
the relative decrease (the ratio of absolute removal decrease over the high removal) varies
from 28% to 56% for different pharmaceuticals.

For sulfamethoxazole, the relative decrease of removal with the increase of the flow
rate is the most significant. The removal at a discharge of 0.25 m3s−1 is only half of
that at a discharge of 0.18 m3s−1. In Sect. 5.4.2, the degradation processes has been dis-
cussed. Sulfamethoxazole is biodegradable, while photo-degradation can be neglected.
It can be derived that the elimination of sulfamethoxazole by bio-degradation decreases
with the increase of river discharge. Because the total river discharge increases, but
the WWTP effluent remains same, which results in a smaller contribution proportion of
WWTP effluent to the total river discharge. There are essentially two effects explaining
the decrease of the biodegradation removal with increasing discharge: (a) the immobile
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water is less significant in relative terms at higher discharge, and (b) the flow velocity is
higher, reducing the residence time.

For metoprolol and venlafaxine, the removal also decreases with the increase in river
discharge. But the relative decrease of removal (38-40%) is smaller than in the case
of sulfamethoxazole because these two compounds undergo both bio-degradation and
photo-degradation. The elimination mass flux by bio-degradation decreases with the
increase of river discharge. The elimination by photo-degradation also decreases because
of reduction in residence time and a larger flow depth, but the reduction of the fraction of
transient storage is actually beneficial. It should be noted that under both flow conditions,
the flow depths are shallow, thus absorption of radiation in the water column can be
neglected. By contrast, for larger river discharges, absorption of radiation by the water
may no more be disregarded, not only because of a larger water depth but also because of
increased turbidity. Conversely, high discharge typically occurs at times with high cloud
coverage so that the solar radiation is small anyway.

The removal of carbamazepine is smaller than 2.5% in both scenarios. While a small
decrease of carbamazepine removal is simulated with the increase of flow rates due to
the reasons discussed above, the effect is practically negligible .

Overall I observed a decrease of pollutant removal with increasing river discharge.
Kunkel and Radke (2012) reported a similar result that pharmaceutical elimination is
higher in a sunny, dry weather period compared to a period with elevated discharge
after a heavy rainfall. For pharmaceuticals mainly relying on bio-degradation, the flow
rate has the biggest influence on the removal change. For pharmaceuticals with bio-
and photo-degradation, the removal change is smaller compared to only biodegradable
pollutants. For persistent pharmaceuticals, the absolute removal remains very small.
These statements hold for shallow river systems. In deep rivers, transient-storage effects
are typically negligible, solar radiation does not reach the ground, and solute turnover is
dominated by processes in the water column rather than on the river bed.

5.5 Summary and Conclusion

Emerging micropollutants such as pharmaceuticals have increasingly been detected in
streams and rivers. The transport and fate of these compounds pose new water quality
issues to river management. In this chapter, I applied a one-dimensional solute reactive
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Figure 5.5: Comparisons of 24-hour average removals of representative pharmaceuticals
from the entire studied river reach (between MS1 and MS4, 1310 m) under two different
flow conditions.

transport model coupled with transient storage to the WWTP effluent-affected river, the
Steinlach River in southwest Germany. The model helps to simulate four representa-
tive pharmaceuticals to investigate effects of different processes (e.g., transient storage,
photo-degradation and bio-degradation) and flow rates on the pollutant removal.

Transient storage plays a significant role for flow and solute transport in rivers, espe-
cially under low-flow conditions. The increase in transient storage ratio increases the
travel time and thus affects solute transport. The flow rate influences the transient stor-
age. It is supposed that when the river discharge is large, the transient storage may be
negligible. In the WWTP effluent-affected Steinlach River, carbamazepine is relatively
conservative. Sulfamethoxazole is only biodegradable and the removal is around 13%.
Metoprolol and venlafaxine undergo both photo- and bio-degradation leading to a total
removal of 23-26%. The degradation processes are substantially affected by the local
conditions. The pollutant removal decreases with the increase of flow rates. The influ-
ence is especially significant for pollutants that undergo only bio-degradation.

The study demonstrates that transient storage varies with flow rates and degradation
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processes are significantly affected by local environment, which is important for esti-
mating pharmaceutical removals. The model presented in this chapter provides a good
tool to understand the fate of emerging contaminants and to evaluate their environmental
impacts on the river system.
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Chapter 6

Overall Conclusions and Outlook

This thesis has focused on understanding the catchment-scale transport of sediment, the
long-term fate of micropollutants (PAH) undergoing particle-facilitated transport, and
the transport and transformation of dissolved micropollutants (pharmaceuticals) in river
systems. To address these research questions, I have developed an integrated sediment
transport model, a particle-facilitated pollutant transport model, and a solute reactive
transport model to reproduce the main environmental processes and applied these models
to two tributaries to River Neckar, the Ammer River and the Steinlach River.

6.1 Conclusions

Through this PhD study, I came to major conclusions regarding the following aspects:

• Catchment-scale sediment transport and dynamics:

Surface runoff characteristics affect particle contributions from different sources.
In the dominantly groundwater-fed Ammer catchment, the weak rural surface runoff
results in a small faction of rural particles to the annual suspended-sediment load,
and thus urban particles dominate the annual load. The flow rate governs the rela-
tive contributions of different processes to the particle production. In-stream pro-
cesses, i.e. bed erosion and bank erosion, are significant for sediment transport
under high-flow conditions (Q > 10m3s−1). The channel slope significantly influ-
ences sediment deposition and erosion such that net sediment trapping can occur
in very mild reaches, which was modelled in the Ammer River during the simu-
lation period with events of a 2-year to 10-year return period. The river hydraulic
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model is necessary to differentiate sediment sources and sinks of in-stream pro-
cesses. The integrated sediment transport model provides the basis for studying
the particle-facilitated transport.

• Fate of PAH (sediment-bound micropollutants):

Sediment supply and composition substantially influence PAH supply in a river
system. Sediment-bound PAH are the dominant source of the annual PAH load.
The high proportion of urban particles with high PAH content in the Ammer River
determines the high urban PAH supply. PAH turnover is significantly affected by
the river geometry. In steep reaches, turnover of sediments and PAH is fast, here
sediment turnover governs the turnover of sediment-bound PAH. In mild reaches,
by contrast, sediment turnover is slow such that diffusion of PAH from the sedi-
ment to the flowing water significantly influences PAH turnover. This results in a
distinct difference of turnover between sediments and attached PAH in mild-slope
reaches. The flow rate controls the in-stream redistribution of PAH by influencing
PAH deposition and remobilization. PAH legacy could occur in river segments
with slow sediment turnover. In these places, the highly contaminated particles
can be trapped during high emission periods, then act as a secondary source after
reduction of the pollutant input due to the implementation of environmental reg-
ulations. In the Ammer River, the PAH legacy may have remained 10-20 years
after the environmental regulation in 1970s. A particle-facilitated transport model
is essential to study the long-term fate of PAH in river systems.

• Fate of pharmaceuticals (dissolved micropollutants):

Under low-flow conditions, the transient storage plays a significant role in the
transport and attenuation of dissolved micropollutants, such as pharmaceuticles,
in river systems. The flow rate influences the importance of transient storage for
the solute transport. The transient storage decreases with increasing flow rate and
may become negligible when river discharge is large enough. The transient stor-
age affects pollutant attenuation and removal. In River Steinlach, carbamazepine
can be seen as relatively conservative, sulfamethoxazole is biodegradable but not
photodegradable, whereas metoprolol and venlafaxine undergo both photo- and
bio-degradation. The degradation processes are river-specific. The pollutant re-
moval decreases with the increase of flow rates. The combination of tracer ex-
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periments and a contaminant sampling scheme with a time-series at the upstream
end and individual time points at downstream measurement stations helps with the
model calibration and thus the better understanding of attenuation mechanisms of
the investigated pharmaceuticals.

6.2 Outlook and Future Studies

The developed models have been applied to study the fate of micropollutants in sediment-
bound (PAH) and dissolved form (pharmaceuticals) in two investigated rivers. This the-
sis focuses not only on identifying the main source of pollutants of interest, but also on
investigating the main processes that control the transport and transformation of microp-
ollutants. The fate of sediments, PAH, and pharmaceuticals have been discussed. Future
studies may cover the following two aspects:

• Model application

The particle-facilitated pollutant transport model provides a tool for studying hy-
drophobic compounds in rivers. Like the priority PAH, polychlorinated biphenyls
(PCB) are also hydrophobic but persistant organic pollutants. PCB have been
banned since the 1970s but are still widely occuring in rivers, particularly in River
Ammer. The models developed in this thesis can help to study the fate of PCB in
river systems.

Methods have been developed to measure water and pollutant fluxes between river
water and groundwater to show the interaction between the two compartments.
The solute transport model with transient storage developed in this thesis can be
further modified to include the interaction between river water and groundwater.
Then it can help to understand the effects of the interacting process on in-stream
pollutant transport.

This thesis provides the temporal and spatial distribution of pollutant concentra-
tions in rivers. It is useful and meaningful for the assessment of their environmental
impacts, such as total toxicity on the aquatic environment.

• Model improvement

In the Ammer catchment, the sediment transport model was calibrated and vali-
dated to the combined sediment contributions from sub-catchments of one gauge at
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the outlet of the catchment. Currently, due to the lack of data for sub-catchments, it
is difficult to verify sediment dynamics from different sub-catchments. To improve
the model verification, installing few more gauging stations would be helpful to
collect data from sub-catchments such that the assumptions on the main processes
and behavior of sediment transport can be tested.

In chapter 4, I studied the annual PAH load from different processes and the long-
term fate of sediment-bound PAH. In the model, the seasonality of PAH concen-
tration on particles is not considered, whereas the average PAH concentration is
simulated. If this seasonality does exist and is relevant, the PAH input module of
the model can be improved.

To apply the sediment and pollutant transport models developed in this thesis to other
study rivers, the additional processes that are necessary for local behaviors can be inte-
grated as well. A good communication between modellers and field experimentalists can
also help with the representation of the study system and the model verification.
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Appendix A

Table A1: Sensitivity analysis of the sediment transport model.

Parameter Adjustment Rural contri- NSE for entire SS NSE for SS ≥ 30mgL−1

factor [-] bution [%] Cali Vali Cali Vali

Mmax

-90% 7.0 0.21 0.09 -0.23 -0.39
-70% 5.7 0.31 0.20 -0.05 -0.22
-50% 4.9 0.38 0.27 0.10 -0.08
-30% 4.2 0.43 0.32 0.22 0.03
-10% 3.7 0.45 0.33 0.31 0.11
+30% 3.0 0.43 0.25 0.42 0.17
+50% 2.8 0.38 0.17 0.43 0.15

+100% 2.3 0.14 -0.16 0.33 -0.01
+200% 1.7 -0.79 -1.36 -0.37 -0.90
+300% 1.3 -2.32 -3.29 -1.75 -2.50

Kw

-90% 6.9 0.22 0.10 -0.21 -0.38
-70% 5.6 0.32 0.22 -0.02 -0.19
-50% 4.8 0.40 0.29 0.13 -0.04
-30% 4.2 0.44 0.44 0.24 0.06
-10% 3.7 0.46 0.33 0.32 0.12
+30% 3.1 0.43 0.25 0.41 0.14
+50% 2.8 0.39 0.17 0.42 0.11

+100% 2.4 0.23 -0.11 0.39 -0.05
+200% 1.9 -0.26 -0.93 0.12 -0.63
+300% 1.7 -0.86 -1.74 -0.23 -0.96
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Parameter Adjustment Rural contri- NSE for entire SS NSE for SS ≥ 30mgL−1

factor [-] bution [%] Cali Vali Cali Vali

Ch

-90% 0.4 0.50 0.32 0.34 0.13
-70% 1.1 0.49 0.32 0.34 0.13
-50% 1.1 0.49 0.32 0.34 0.13
-30% 1.8 0.48 0.32 0.35 0.13
-10% 2.5 0.47 0.32 0.35 0.14
+30% 3.2 0.43 0.32 0.35 0.14
+50% 4.5 0.40 0.32 0.35 0.14

+100% 5.2 0.33 0.31 0.36 0.14
+200% 6.7 0.10 0.30 0.36 0.14
+300% 9.6 -0.20 0.29 0.36 0.14

τc

-90% 9.7 0.29 0.30 0.36 0.15
-70% 7.8 0.35 0.31 0.36 0.15
-50% 6.3 0.40 0.32 0.35 0.14
-30% 5.0 0.43 0.32 0.35 0.14
-10% 4.0 0.45 0.32 0.35 0.14
+30% 2.5 0.47 0.32 0.35 0.13
+50% 1.9 0.48 0.32 0.35 0.13

+100% 1.1 0.49 0.32 0.34 0.13
+200% 0.3 0.50 0.32 0.34 0.13
+300% 0.1 0.50 0.32 0.34 0.13

Base Case 0% 3.5 0.46 0.32 0.35 0.14

Sediment source diagnosis based on the end-member-mixing analysis of sediment-
bound PAH.

fu + fr + fb f + fbd + fbk = 1 (A1)

cu fu + cr fr + cb f fb f + cbd fbd + cbk fbk = cp,ss (A2)

Because cu = cbd , cr = cb f , and assuming fbk=0.06 from the model simulation, then

cu( fu + fbd)+ cr( fr + fb f ) = 5.8 (A3)

106



Table A2: The PAH concentrations (the sum of 15 PAH) on different particles in the
Ammer catchment.

Symbol Description Value [mgkg−1] Remarks
cu PAH concentration on ur-

ban particles
8.1 (Gocht et al., 2005)

cr PAH concentration on rural
particles

1 based on measurements

cb f PAH concentration on
baseflow particles

1 assuming the same as rural
particles

cbd PAH concentration on river
bed particles

8.1 assuming the same as ur-
ban particles

cbk PAH concentration on river
bank particles

0 regarded as clean particles

cp,ss Average PAH concentra-
tion on suspended particles
at the gauge

5.5 (Schwientek et al., 2013a)

fu + fbd = 0.68 (A4)

fr + fb f = 0.26 (A5)

fb f =
∑Qi≤1 Qicss,i

∑Qicss,i
= 0.23 (A6)

fr = 0.03 (A7)

in which, fu, fr, fb f , fbd , and fbk are the annual contribution fractions of urban, rural,
baseflow, bed erosion, and bank erosion particles, respectively. Qi and css,i are the i-th
measured discharge and suspended sediment concentration.
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Figure A1: Soil erosion maps of the Ammer catchment (a) and the state of Baden-Würt-
temberg (b). The white color in the maps represents forest. The original information can
be found in http://maps.lgrb-bw.de/.

Table A3: The composition and octanol-water partition coefficient (Kow) of investigated
PAH

Rings Fraction Kow [Lkg−1]
3 15% 103−105

4 47% 105−106

≥ 5 38% 106−107

Appendix B

Calculation of the combined sediment-water partition coefficient (Ks) of investi-
gated PAH

Kcom
ow = ∑ fiKi

ow (A8)
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Figure A2: Flow duration curves of measured and modelled discharge of the Ammer
River for year 2014-2016.

Koc = 0.62×Kcom
ow (A9)

Ks = focKoc (A10)

Providing Table A3 and Equations A8-A9, then:

Kcom
ow = 4.3×105−4.3×106 (A11)

Koc = 2.7×105−2.7×106 (A12)

Ks = 1.1×104−1.1×105 (A13)
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in which, Kcom
ow [Lkg−1]is the combined octanol-water partition coefficient of the in-

vestigated PAH; Ki
ow [Lkg−1] and fi [−]represent the octanol-water partition coefficient

and the fraction of the i-component PAH, respectively; Koc [Lkg−1] denotes the organic
carbon based partition coefficient, the equation of which is from Karickhoff et al. (1979);
foc is the organic carbon content of the particles, 4% in our study.

Figure A3: The influence of the model parameter Ks on the regression coefficient csus,
suspended sediment-bound PAH concentrations, and cdis, dissolved PAH concentrations.
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Figure A4: The influence of the model parameter ke on the regression coefficient csus,
suspended sediment-bound PAH concentrations, and cdis, dissolved PAH concentrations.
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Figure A5: The influence of the model parameter Ks on the regression coefficient
log(Ks [Lkg−1]).
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