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Abstract

Gas migration in the subsurface, a multiphase flow in a porous-medium system, is a

problem of environmental concern and is also relevant for subsurface gas storage in

the context of the energy transition. It is essential to know and understand the flow

paths of these gases in the subsurface for efficient monitoring, remediation or storage

operations. On the one hand, laboratory gas-injection experiments help gain insights

into the involved processes of these systems. On the other hand, numerical models help

test the mechanisms observed and inferred from the experiments and then make useful

predictions for real-world engineering applications.

Both continuum and stochastic modelling techniques are used to simulate multiphase

flow in porous media. In this thesis, I use a stochastic discrete growth model: the macro-

scopic Invasion Percolation (IP) model. IP models have the advantages of simplicity

and computational inexpensiveness over complex continuum models. Local pore-scale

changes dominantly affect the flow processes of gas flow in water-saturated porous me-

dia. IP models are especially favourable for these multi-scale systems because using

continuum models to simulate them can be extremely computationally difficult.

Despite offering a computationally inexpensive way to simulate multiphase flow in

porous media, only very few studies have compared their IP model results to actual

laboratory experimental image data. One reason might be the fact that IP models lack

a notion of experimental time but only have an integer counter for simulation steps that

imply a time order. The few existing experiments-to-model comparison studies have

used perceptual similarity or spatial moments as comparison measures. On the one

hand, perceptual comparison between the model and experimental images is tedious

and non-objective. On the other hand, comparing spatial moments of the model and

experimental images can lead to misleading results because of the loss of information

from the data. In this thesis, an objective and quantitative comparison method is
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developed and tested that overcomes the limitations of these traditional approaches.

The first step involves volume-based time-matching between real-time experimental

data and IP-model outputs. This is followed by using the (Diffused) Jaccard coefficient

to evaluate the quality of the fit. The fit between the images from the models and

experiments can be checked across various scales by varying the extent of blurring in

the images.

Numerical model predictions for sparsely known systems (like the gas flow systems)

suffer from high conceptual uncertainties. In literature, numerous versions of IP models,

differing in their underlying hypotheses, have been used for simulating gas flow in porous

media. Besides, the gas-injection experiments belong to continuous, transitional, or

discontinuous gas flow regimes, depending on the gas flow rate and the porous medium’s

nature. Literature suggests that IP models are well suited for the discontinuous gas flow

regime; other flow regimes have not been explored. Using the abovementioned method,

in this thesis, four macroscopic IP model versions are compared against data from nine

gas-injection experiments in transitional and continuous gas flow regimes. This model

inter-comparison helps assess the potential of these models in these unexplored regimes

and identify the sources of model conceptual uncertainties.

Alternatively, with a focus on parameter uncertainty, Bayesian Model Selection is a

standard statistical procedure for systematically and objectively comparing different

model hypotheses by computing the Bayesian Model Evidence (BME) against test

data. BME is the likelihood of a model producing the observed data, given the prior

distribution of its parameters. Computing BME can be challenging: exact analytical

solutions require strong assumptions; mathematical approximations (information crite-

ria) are often strongly biased; assumption-free numerical methods (like Monte Carlo)

are computationally impossible for large data sets. In this thesis, a BME-computation

method is developed to use BME as a ranking criterion for such infeasible scenarios:

The Method of Forced Probabilities for extensive data sets and Markov-Chain models.

In this method, the direction of evaluation is swapped: instead of comparing thou-

sands of model runs on random model realizations with the observed data, the model is

forced to reproduce the data in each time step, and the individual probabilities of the

model following these exact transitions are recorded. This is a fast, accurate and exact

method for calculating BME for IP models which exhibit the Markov chain property

and for complete “atomic”data.
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The analysis results obtained using the methods and tools developed in this thesis

help identify the strengths and weaknesses of the investigated IP model concepts. This

further aids model development and refinement efforts for predicting gas migration in

the subsurface. Also, the gained insights foster improved experimental methods. These

tools and methods are not limited to gas flow systems in porous media but can be

extended to any system involving raster outputs.
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Zusammenfassung

Ausbreitung von Gasen im Untergrund, eine Mehrphasenströmung in einem porösen

Medium, ist relevant sowohl bei Umweltproblemen und für energierelevante Gasspei-

cherung in Untergrund. Für eine effiziente Überwachung, Sanierung oder Speicherung

ist es wichtig, die Ausbereitungspfade dieser Gase im Untergrund zu kennen und zu

verstehen. Einerseits helfen Laborexperimente zur Gasinjektion dabei, Einblicke in die

beteiligten Prozesse in diesen Systemen zu gewinnen. Andererseits helfen numerische

Modelle dabei, die beobachteten und aus den Experimenten abgeleiteten Mechanismen

zu testen und anschließend nützliche Prognosen für reale technische Anwendungen zu

erstellen.

Sowohl Kontinuums- als auch stochastische Modellierungstechniken werden verwendet,

um die entsprechenden Mehrphasenströmungen in porösen Medien zu simulieren. In

dieser Arbeit verwende ich ein stochastisches diskretes Wachstumsmodell: das makro-

skopische Invasions-Perkolationsmodell (IP). IP-Modelle haben gegenüber komplexen

Kontinuumsmodellen den Vorteil, dass sie einfach und rechentechnisch wenig aufwändig

sind. Lokale Veränderungen auf der Porenskala dominieren die Strömungsprozesse beim

Gasausbreitung in wassergesättigten porösen Medien. IP-Modelle eignen sich besonders

vorteilhaft für diese mehrskaligen Systeme, da die Simulation mit Kontinuumsmodellen

extrem rechentechnisch schwierig sein kann.

Obwohl IP-Modelle eine rechentechnisch effiziente Möglichkeit bieten, die Mehrphasen-

strömung in porösen Medien zu simulieren, haben nur sehr wenige Forschungsarbeiten

die Ergebnisse ihrer IP-Modelle mit den tatsächlichen experimentellen Bilddaten im

Labor verglichen. Ein Grund dafür könnte die Tatsache sein, dass IP-Modelle keine

Vorstellung von experimenteller Zeit haben, sondern nur einen ganzzahligen Zähler

für Simulationsschritte, der eine zeitliche Reihenfolge impliziert. Die wenigen existie-

renden Studien zum Vergleich zwischen Experimenten und Modellen haben lediglich
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eine subjektive Ähnlichkeit oder räumliche Momente als Vergleichsmaßstab verwendet.

Einerseits ist der subjektive Vergleich zwischen dem Modell und den experimentellen

Bildern mühsam und nicht objektiv. Andererseits kann der Vergleich der räumlichen

Momente des Modells und der experimentellen Bilder zu irreführenden Ergebnissen

führen, da Informationen aus den Daten verloren gehen. In dieser Arbeit wird eine

objektive und quantitative Vergleichsmethode entwickelt und getestet, die die Grenzen

dieser traditionellen Ansätze überwindet. Der erste Schritt besteht in einem volumen-

basierten Zeitabgleich zwischen experimentellen Echtzeitdaten und den Ergebnissen

des IP-Modells. Anschließend wird der (Diffused) Jaccard coefficient verwendet, um

die Qualität der Anpassung zu bewerten. Die Übereinstimmung zwischen den Bildern

der Modelle und der Experimente kann auf verschiedenen Größenmaßstäben überprüft

werden, indem das Ausmaß der Unschärfe in den Bildern variiert wird.

Numerische Modellvorhersagen für nur unzulänglich bekannte Systeme (wie die Ga-

stransportprobleme) leiden untergroßen konzeptionellen Unsicherheiten. In der Litera-

tur werden Zahlreiche Versionen von IP-Modellen, die sich in ihren zugrundeliegenden

Hypothesen unterscheiden, für die Simulation von Gas-strömungen in porösen Medi-

en verwendet. Außerdem gehören die Gasinjektionsexperimente je nach Gasflussrate

und Beschaffenheit des porösen Mediums zu kontinuierlichen, Übergangs- oder diskon-

tinuierlichen Gasflussregimen. Aus der Literatur geht hervor, dass IP-Modelle für das

diskontinuierliche Gasflussregime gut geeignet sind; andere Flussregime wurden nicht

erforscht. Mithilfe der oben genannten Methode vergleicht die vorliegende Arbeit vier

makroskopische IP-Modellversionen mit Daten aus neun Gasinjektionsexperimenten

im Übergangsbereich und im kontinuierlichen Gasflussregime. Dieser Modellvergleich

hilft, das Potenzial dieser Modelle in diesen unerforschten Regimen zu erkunden und

die Quellen der konzeptionellen Unsicherheiten der Modelle zu identifizieren.

Alternativ dazu ist die Bayes’sche Modellwahl ein statistisches Standardverfahren für

den systematischen und objektiven Vergleich verschiedener Modellhypothesen durch

die Berechnung der Bayes’schen Modellevidenz (BME) anhand von Messdaten, wobei

der Schwerpunkt auf der Parameterunsicherheit liegt. BME ist die Wahrscheinlichkeit,

dass ein Modell die beobachteten Daten hervorbringt, wenn man die A-Priori Vertei-

lung seiner Parameter berücksichtigt. Die Berechnung der BME kann eine Herausfor-

derung sein: Exakte analytische Lösungen erfordern starke Annahmen; mathematische

Näherungen (Informationskriterien) sind oft stark fehlerbehaftet; annahmefreie numeri-

sche Methoden (wie Monte Carlo) sind für große Datensätze rechnerisch unmöglich. In
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dieser Arbeit wird eine BME-Berechnungsmethode entwickelt, um BME als Ranking-

Kriterium für solche bisher unmöglichen Szenarien zu verwenden: Die Methode der

erzwungenen Wahrscheinlichkeiten, für umfangreiche Datensätze und Markov-Chain-

Modelle. Bei dieser Methode wird die Richtung der Berechnung vertauscht: Anstatt

Tausende von Modellläufen auf zufälligen Modellrealisierungen mit den beobachteten

Daten zu vergleichen, wird das Modell gezwungen, die Daten in jedem Zeitschritt zu

reproduzieren, und die individuellen Wahrscheinlichkeiten des Modells nach diesen ex-

akten Übergängen werden aufgezeichnet. Dies ist eine schnelle, genaue und exakte Me-

thode zur Berechnung der BME für IP-Modelle, die die Eigenschaft einer Markov-Kette

aufweisen, und für vollständige atomare Daten.

Die mit den in dieser Arbeit entwickelten Methoden und Werkzeugen erzielten Ana-

lyseergebnisse helfen, die Stärken und Schwächen der untersuchten IP-Modellkonzepte

zu identifizieren. Dies hilft bei der Entwicklung und Verfeinerung von Modellen für die

Gasmigration im Untergrund weiter. Außerdem tragen die gewonnenen Erkenntnisse

zur Verbesserung experimenteller Methoden bei. Diese Werkzeuge und Methoden sind

nicht auf Gasflusssysteme in porösen Medien beschränkt, sondern können auf jedes

System mit Rasterdaten erweitert werden.
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1 Introduction∗

1.1 Background and Motivation

Gas migration in the subsurface is a phenomenon of environmental concern for several

reasons. Gas migration from leaky oil and gas wells can reduce shallow groundwater

quality. Further, stray gas in the subsurface can cause safety concerns due to the re-

lease of combustible gas and greenhouse gas emissions into the atmosphere [Vengosh

et al., 2013, 2014]. A similar safety concern also exists for methane gas emissions

from peatlands [Nisbet et al., 2016]. Another risk arises from the radioactive decay of

the nuclide 226Ra from the 238U decay chain, which generates radioactive, carcinogenic

radon (Rn) gas [Petermann et al., 2021]. 226Ra is present in mostly all mineral and

organic material and, therefore, Rn is constantly produced in rock and soil [Petermann

et al., 2021]. Factors like soil grain size distribution or soil moisture can facilitate the

release of Rn gas into the pore space and can eventually be emitted from the soil [Peter-

mann et al., 2021]. Radioactive radon gas seepage from surrounding soils into building

basements is a human carcinogen [Petermann and Bossew, 2021]. For subsurface car-

bon dioxide storage, gas migration through cap-rock fractures can contaminate shallow

aquifers [Sakaki et al., 2013] and decrease the storage efficiency. Similar is the concern

for geological storage of hydrogen [Woods and Norris, 2016, Reitenbach et al., 2015].

In the remediation of volatile organic compounds (VOCs) and non-aqueous phase liq-

uids (NAPLs) in the subsurface, methods like in-situ air-sparging [Brooks et al., 1999]

or thermal remediation [Hegele and Mumford, 2014] require an understanding of gas

migration behaviour for efficient capture and removal of contaminants.

For the example applications mentioned above, knowledge of gas flow mechanisms in

the subsurface is necessary to establish monitoring or investigative networks. The

∗This chapter contains text fragments from my publications Banerjee et al. [2021], Banerjee et al.
[2023] and Banerjee et al.
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knowledge of probable flow paths of gas and the degree of contact between gas and

water in the subsurface is essential for all these applications. However, here lies the

challenge: How does one observe detailed gas migration processes in the subsurface? It

is possible to dig and probe at a few locations in the field, but excavating the entire

domain is unfeasible.

However, laboratory experiments can be conducted to gain insights into the processes

associated with gas flow in the subsurface by mimicking the actual site characteristics

but under controlled conditions. Numerical models are essential tools to encode and

test hypotheses about the mechanisms at work that are observed and inferred from the

experiments, and then provide further information about these subsurface systems and

make useful predictions for such real-world engineering applications.

1.1.1 Immiscible Gas Flow in Saturated Porous Media

Gas flow in saturated subsurface environments is governed bymultiphase flow physics in

porous media. As these can be almost arbitrarily complex, some terminology is needed

to specify the considered system. A phase is defined as matter with homogeneous

chemical composition and physical states. Under normal conditions, solid, liquid and

gaseous phases exist. The porous medium is the solid phase with pores, and these

pores can be filled entirely or partially by a liquid phase, gaseous phase, or both. In

the saturated subsurface, the soil is the porous medium, and its pore space is initially

occupied by water (liquid phase). A gas phase flowing through this system can be

miscible (e.g. carbon dioxide) or immiscible (e.g. methane) in the water phase. For

simplicity, I consider gas flow in water-saturated soil as immiscible multiphase flow.

Several regimes of immiscible multiphase flow in porous media with different interface

(between the fluids) patterns exist. Lenormand et al. [1988] investigated the interplay

between capillary and viscous forces for immiscible fluids of different viscosity ratios.

For such flows, Lenormand et al. [1988] used capillary numbers Ca (the ratio of viscous

forces to capillary forces) and mobility ratio M (the ratio of the dynamic viscosities of

displacing fluid to that of the displaced fluid) to describe the interplay between them.

Experiments and simulations from Lenormand et al. [1988] identified three types of dis-

placement fronts for this flow: stable displacement (no fingering), viscous fingering, and

capillary fingering. A stable displacement front or a front with non-looping branched
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fingers (viscous fingering) is observed when the viscous forces dominate (high Capil-

lary numbers). The former happens when the displacing fluid is more viscous than the

displaced fluid, and the latter is observed vice versa. Capillary fingering occurs in the

dominance of capillary forces (low capillary numbers), where the displacement front

spreads as looping fingers [Lenormand et al., 1988].

For vertical flows and when the density difference between the phases is high, like

in a gas-water system, the effect of gravitational forces cannot be ignored. Thus,

immiscible gas flow in a water-saturated porous medium is governed by the interplay

between capillary, viscous and gravitational forces [Ewing and Berkowitz, 1998, Morrow,

1979, Løvoll et al., 2005, Van De Ven and Mumford, 2019]. The fluid interface can be

stabilized or destabilized in the presence of gravitational or buoyant forces [Glass et al.,

2000, Ewing and Berkowitz, 1998, Frette et al., 1992, Glass and Yarrington, 1996,

Birovljev et al., 1991, Meakin et al., 1992, Van De Ven and Mumford, 2019], often

described by the dimensionless Bond number Bo (the ratio of gravitational forces to

capillary forces). For example, when a low-density fluid displaces a high-density fluid

from the top, or a high-density fluid displaces a low-density fluid from the bottom in

a vertical setup, buoyant forces stabilize the interface (Bo > 0) [Ewing and Berkowitz,

1998]. In the other scenarios, destabilization of the interface occurs (Bo < 0), and

gravity fingering is observed [Glass and Nicholl, 1996]. Gas injection experiments in

water-saturated porous media confirm that different displacement fronts are seen under

different laboratory conditions [Ji et al., 1993, Brooks et al., 1999, Selker et al., 2006,

Stöhr and Khalili, 2006, Geistlinger et al., 2006, Mumford et al., 2009].

Laboratory data on gas flow in water-saturated porous media can help us visualize

and identify the involved gas flow processes in a controlled manner. The experimental

data used in this thesis work are a series of gas-injection experiments in homogeneous

water-saturated sand conducted in quasi-2-dimensional thin acrylic glass cells from Van

De Ven and Mumford [2019]. The experimental data is obtained as a time-series of 2-

dimensional images showing the gas evolution. By varying the gas injection rate, the

experimental data spans various gas flow regimes (with different gas-flow patterns),

which is detailed in Section 2.1.
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1.1.2 Numerical Models: Focusing on Invasion Percolation Models

Numerical models from continuum and stochastic rule-based modelling approaches are

used to describe such multiphase flows in porous media systems. On the one hand,

continuum models are a near-accurate representation of the physical, real-world sys-

tem, but they are complex, time-consuming and computationally intensive. On the

other hand, stochastic rule-based discrete growth models are a simplified representa-

tion of reality based on many assumptions. They are simple, fast and computationally

cheap. Amongst multiple stochastic rule-based models (e.g., Diffusion limited aggre-

gation (DLA) [Paterson, 1984, Witten and Sander, 1983], Invasion-percolation (IP)

[Wilkinson and Willemsen, 1983], anti-DLA [Meakin and Deutch, 1986]), this work

focuses on various versions of (Stochastic) Invasion Percolation (IP) models at the

macroscopic scale because their simplicity makes them a good candidate for stochastic

analysis.

The stochastic analysis of models, facilitated by the IP approach, is important because

gas flow processes in the subsurface are highly affected by small-scale variations in

porous media. At scales larger than pore-scale, with experiments and numerical models,

it is impossible to capture such minor scale effects on the gas flow. This leads to high

uncertainty in the numerical model predictions. Stochastic analysis of these systems can

help address their high uncertainty appropriately. Owing to their low computational

effort, IP-type models are excellent candidates for such analysis.

IP models are 2-dimensional or 3-dimensional discrete growth models where a phase

invades another phase-occupied porous network based on physics-based rules. These

models can be built at different scales:

• pore scale, where the network simulates the exact arrangement of pore-space in

a solid.

• macroscopic scale, where the network consists of an arrangement of upscaled

pore-network blocks.

Hereafter, I will use the term “IP-type models”to refer to the entire class of IP model

variations.
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Moreover, Invasion Percolation (IP) models with a representation of gravity forces have

been used for the upward migration of a low-density fluid (like gas) displacing a high-

density fluid (like water) in a porous medium [Frette et al., 1992]. Many studies have

used IP-type models with variations to model different types of gas flow systems in the

porous media [e.g., Wilkinson, 1984, Wagner et al., 1997, Glass et al., 2001, Ewing and

Berkowitz, 2001, Mumford et al., 2010, 2015, Trevisan et al., 2017, to name a few].

All numerical models have underlying assumptions and, therefore, need to be compared

to actual experimental or field data to evaluate them. While IP models have the

advantages like simplicity and low computational cost, they are challenging to calibrate,

test or validate for the two reasons listed in Section 1.1.4.

1.1.3 Addressing Conceptual Uncertainty in Numerical Models

As highlighted in Section 1.1, gas flow in saturated subsurface is a sparsely known

system. It is problematic to accurately capture the complex processes of gas flow

in porous media, which occur at many different spatial scales. Due to this lack of

knowledge, numerical model predictions suffer from high uncertainties in terms of both

the parameters and model states. In IP-type models, the assumptions made for the

simplified description of the complex gas-flow processes further increase the model’s

conceptual uncertainty. Also, the experimental measurements and methods are not

error-free and, therefore, uncertain. The Bayesian inference framework allows one to

tackle such model uncertainty aptly. Bayesian Model Selection (BMS) is a standard,

often used, statistical procedure for systematic and objective comparison of different

model hypotheses, wherein a prior belief in the model’s accuracy is combined with

its ability to reproduce a common data-set [Schöniger et al., 2014]. It requires the

evaluation of Bayesian Model Evidence (BME), which is the likelihood of a model

producing the observed data, given the prior distribution of its parameters.

Exact, fast analytical solutions for BME require strong assumptions that are hardly

met in realistic settings [Schöniger et al., 2014]. So, other techniques involving mathe-

matical approximations and numerical methods have been developed, but they all have

limitations of their own [Höge et al., 2018]. Mathematical approximations (commonly

known as Information Criteria (IC)) are based on different assumptions and/or asymp-

totics and are strongly biased in real-world applications. These criteria have been shown
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to yield misleading model ranking results in real applications if their assumptions are

violated [Poeter and Anderson, 2005, Ye et al., 2008, 2010b,a, Tsai and Li, 2008, 2010,

Singh et al., 2010, Morales-Casique et al., 2010, Foglia et al., 2013].

Using numerical methods [Gideon, 1978] to compute BME avoids such assumptions

but requires high computational effort. Numerical approximations that are commonly

used for highly complex models are Monte Carlo (MC) methods with various sam-

pling strategies [Schöniger et al., 2014, Kloek and van Dijk, 1978, Zellner and Rossi,

1984]. MC methods generally require large ensembles, the size of which is limited by

the available computational resources. For high-dimensional problems (i.e. with many

uncertain parameters), the so-called curse of dimensionality kicks in, requiring expo-

nentially many model evaluations (massive ensembles) [Snyder et al., 2008, Bengtsson

et al., 2008].

1.1.4 Challenges in Evaluating IP Models

Challenge 1: There is no time parameter in IP models.

There is no time parameter in IP-type models but only a model loop counter. This

unawareness of the model towards time makes it hard to compare the models to real-

time experimental or field data. Also, the missing time parameter makes it challenging

to use IP-type models along with other models like reactive transport models, which

are essential for subsurface carbon dioxide storage application [Oldenburg et al., 2016].

The time problem of IP-type models is traditionally handled in one of the following

ways:

• The experimental image and the model output image are compared at charac-

teristic/specific time points, like breakthrough time [Birovljev et al., 1991, Glass

et al., 2001, Mumford et al., 2015, Trevisan et al., 2017].

• When an IP-type model is used in combination with a continuum model for

transport (heat or mass), that transport controls the time scale, and the contin-

uum model’s time steps are used to compare to the real-time experimental data

[Mumford et al., 2010, Molnar et al., 2019].
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Challenge 2: Metrics for quantitative comparison of IP-type models to ac-

tual experimental or field data are lacking.

Various authors have presented many IP-type models [e.g., Wilkinson and Willemsen,

1983, Wilkinson, 1984, Kueper and McWhorter, 1992, Wagner et al., 1997, Berkowitz

and Ewing, 1998, Glass et al., 2001, Tsimpanogiannis and Yortsos, 2004]. However, few

studies have compared their models to actual (field or experimental) data. In the few

studies of model-to-experimental data comparison, the comparison has been made

• either based on perceptual similarities, like the visible shape of gas clusters, chan-

nels or pools [Glass et al., 2001, Mumford et al., 2010, Trevisan et al., 2017]

• or by comparing spatial moments, which are aggregated statistical measures

[Mumford et al., 2015].

A perceptual comparison is subjective, very time-consuming for large data sets due to its

manual character, and may be deceitful due to a lack of objectivity. When comparing

spatial moments, there is a loss of information from the data due to the aggregation of

detailed images to just a few summary statistics. Also, when using several moments,

it is unclear how to combine them into a unique metric.

The lack of studies that have compared their IP-type models to actual data is even more

concerning because, despite several variations of IP-type models exist in the literature

for simulating multiphase flow in porous media, their potential to be used for different

applications remains vastly unexplored.

1.1.5 Challenges in Inter-Comparison of Models

A real-world system can be represented by many competing conceptual models. These

models differ in their underlying hypotheses, which need to be tested against real-world

observation data for their accuracy in representing the featured real-world system. Such

comparisons can not only rank the models based on the accuracy of their predictions but

also help identify the competing models’ sensitive parameters and sources of conceptual

uncertainty. This information can be used for refining these models. Moreover, this

information might benefit experimentalists in designing their experiments.
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Multiple variations of IP-type models exist in the literature, and experimental data

from different gas flow regimes are available. Thus, the inter-comparison of these model

versions is possible and highly valuable. As discussed in Section 1.1.4, it is difficult to

calibrate test or validate IP-type models with real experimental or field data. These

challenges (Challenge 1 and Challenge 2 from Section 1.1.4) prohibit the inter-

comparison of IP-type model versions using available experimental data, despite the

importance of such model inter-comparison studies.

Alternatively, as mentioned in Section 1.1.3, BMS is an efficient tool for inter-comparison

of competing models. Recall that BME-computation methods have limitations of their

own. Out of the different methods, MC-based numerical methods to compute BME,

are bias-free but computationally expensive, especially for high-dimensional problems.

Additionally, for highly accurate or informative data sets, the overlap between predic-

tive distributions and observed data may be so small, that MC methods may not result

in a meaningful BME value (> 0) at all. Hence, computation of BME is a challenge for

extensive data sets, e.g., highly resolved in space/time like experimental movies or im-

ages in time. Thus, despite the efficacy of the BMS concept in model inter-comparisons

for systems with high uncertainties, the computation of BME for IP-type models and

extensive experimental data sets is practically infeasible.

Challenge 3: Evaluation of BME for high dimensional problems and exten-

sive data sets is practically infeasible.

1.2 Goals and Approach

1.2.1 Goals and Scope

The primary goal of my thesis is to advance the understanding of gas migration be-

haviour in the subsurface through the stochastic analysis of the system using experi-

mental data, numerical modelling, and systematic inter-comparison of models.

As previously discussed, simple rule-based models are well suited for stochastic anal-

ysis: hence, I pick existing macroscopic variations of IP models and generate new

re-combinations for my study to match the scale of the experimental data. From the

challenges identified above, it is clear that these models have not been tested to their
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full abilities. With the contributions of my thesis, I intend to overcome the challenges

associated with testing these macroscopic IP models. This will advance modelling

capabilities for such models, especially for gas flow systems in saturated porous media.

In particular, I develop analysis tools for assessing the performance of the models under

study. The findings obtained using these tools can aid the modellers in refining these

models. Further, I conduct model inter-comparisons to rank their performance and

identify model-specific sensitive parameters for predicting gas flow in water-saturated

sand. Also, through my analysis, I aim to address and reduce the uncertainties associ-

ated with gas flow systems in porous media.

1.2.2 Research Questions and Contributions

First, looking back at Challenge 1 identified in Section 1.1, IP-type models do not

have a notion of experimental time but only have an integer counter for simulation

steps that imply a time order. Besides, the current frameworks for comparing IP-type

models to experimental or field data are neither systematic nor objective and, most

importantly, not quantitative (see Challenge 2, Section 1.1.4). Thus, the first ob-

jective of my thesis is to answer the following question:

RQ1: How to appropriately compare time-ignorant macroscopic IP models to time-

dependent experimental image data?

Second, gas flow in saturated porous media can belong to different flow regimes (with

varied gas-flow patterns) depending on the flow rate and the porous medium’s nature

[Geistlinger et al., 2006]. I will further detail this in Section 2.1 of Chapter 2. Numerous

variations of IP-type models have emerged that can be used for simulating gas flow in

water-saturated porous media. However, the few studies where IP-type models were

compared to experimental data have focused on a particular regime of gas flow. The

second objective of this thesis is, therefore, to test the performance of competing

macroscopic IP-type model versions on a range of gas-injection experiments belonging

to different previously unexplored gas-flow regimes. For this purpose, it is necessary

to overcome the Challenges 1 and 2 outlined in Section 1.1.4, which leads to the
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research question:

RQ2: Using the comparison approach developed in research question 1 on the differ-

ent macroscopic IP model versions, how to determine which model version is better at

describing which of these gas-flow regime experiments? Can specific deficits and rec-

ommendations be derived?

Third, looking at Challenge 3, from Section 1.1.5, it is practically infeasible to com-

pute BME for massive data sets and use the standard statistical procedure of Bayesian

model selection to compare IP-type models in the presence of large and detailed exper-

imental data sets. This brings us to the third objective and research question of this

research:

RQ3: How can we efficiently compute Bayesian Model Evidence for extremely large

data sets like highly space-time resolved image data, knowing that all existing compu-

tational algorithms would be computationally infeasible? If yes, can we pinpoint very

detailed strengths and weaknesses of the models?

Together, the answers to these three research questions pose an attempt to close the

elicited gaps above and shall foster increasing IP modelling capacities for gas migration

in water-saturated porous media and address the often neglected different levels of

uncertainty that prevent their widespread usage.

1.2.3 Approach and Outline

To answer RQ1, I first develop a volume-based time matching method between the

model output and the experimental data. Then, I transfer the so-called Jaccard coef-

ficient metric from image processing to assess the quality of fit between time-matched

model images and experimental images. I introduce a diffused version of the Jaccard

coefficient for matching across various scales of pixel clarity. I demonstrate the method

by comparing a particular macroscopic IP model to data from one experiment of Van
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De Ven and Mumford [2019]. Also, I test the performance of my comparison method

against the traditional approaches mentioned in Section 2.4.

To answer RQ2, I use the above comparison method to test and rank the performance

of four macroscopic IP models with data from nine experiments [Van De Ven and

Mumford, 2019] that belong to different gas flow regimes. These experiments belong to

a flow regime where IP models have not been tested before. Some of these models are

new re-combinations of existing model ideas. I run this comparison of the competing

models under varying amounts of pixel diffusion and derive conclusions on the models’

skills and deficits for possible future model improvements. Further, I also calibrate some

model parameters in this comparison study to understand and discuss their impact on

the models’ performance.

Finally, to answer RQ3, I develop the Method of Forced Probabilities for BME com-

putation. In this method, the direction of evaluation of BME is swapped: instead of

comparing thousands of forward model runs on random parameter realizations with

the experimental movies, I force the models to reproduce the data in each time step

and record the individual probabilities of the model following these exact transitions.

MFP is applicable for Markov-chain models and data showing all “atomic”events, where

“atomic”will be defined in Chapter 5. I use a particular IP model version, synthetic

data, and high-quality data from a real experiment of Van De Ven and Mumford [2019]

to illustrate and test the method. As this BME-based model comparison is much stricter

than the Jaccard coefficient metric, additional recommendations for model refinement

are derived.

Thesis Outline

To begin, in Chapter 2, I state the fundamentals of gas-water (multiphase) flow in

porous media, specifically required to understand the macroscopic IP models and the

gas-injection experiments used in this study. Also, I discuss the state of the art of

macroscopic IP models, experiments, and existing comparison methods of the IP-type

models to experimental data. Further, I introduce the mathematical concepts and for-

mulations of the Bayesian model selection framework. Then, in the next three chapters,

I present and discuss my contributions as answers to the research questions delineated

above.
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• In Chapter 3, I address RQ1 and provide the details of the comparison method

developed for IP-type models and gas-injection experiments in porous media.

• To address RQ2, in Chapter 4, I describe the comparison of four different macro-

scopic IP models with data from nine gas-injection experiments, using the com-

parison method described in Chapter 3.

• I discuss in Chapter 5 my newly developed method devised to compute BME for

the problem of interest, i.e., having massive data sets, thus addressing RQ3.

Finally, I provide a broad set of conclusions deduced from the answers to the aforemen-

tioned RQs and discuss the potential for future research in Chapter 6.



2 State of the Art: Models,

Experimental Data and Methods∗

The interactions of capillary forces, viscous forces, and gravitational forces result in

different gas flow regimes. The conception of these flow regimes is crucial to understand

the modelling concepts and the experimental data used in this study. Thus, to begin, I

introduce these gas flow regimes and discuss the resulting flow patterns in Section 2.1.

Then, in Section 2.2, I briefly describe the experimental data sets used for this study.

I list and delineate the macroscopic IP models used in this study in Section 2.3. To

facilitate the comprehension of my contributions, I discuss the existing methods to

compare IP-type models using experimental data in Section 2.4 and the mathematical

formulations of Bayesian Model Evidence in Section 2.5.

2.1 Gas Flow Regimes

Lenormand et al. [1988] described immiscible multiphase flow regimes based on capillary

numbers (Ca) and viscosity ratios (M). Further, for gas-water type fluids, additionally,

gravitational forces need to be taken into consideration (see Chapter 1, Section 1.1.1).

Berkowitz and Ewing [1998] extended the flow regime diagram of Lenormand et al.

[1988] (see Figure 2.1a) in Ca-M space, along a third dimension to create the Ca-M-

Bo diagram (see Figure 2.1b). The systems of my interest in this study are of upward

gas migration in water-saturated soils. It is a gravity-destabilized flow domain (Bo < 0)

(marked by the red arrow in Figure 2.1b).

∗This chapter contains text fragments from my publications Banerjee et al. [2021], Banerjee et al.
[2023], Banerjee et al. and some figures from Banerjee et al..
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Figure 2.1: Immiscible flow regime diagrams. The figure a is redrawn using Figure 8 of
Lenormand et al. [1988] (Copyright Cambridge University Press, reproduced with
permission) as a guide, where immiscible multiphase flow regimes, along with
suitable modelling techniques, were distinguished based on Ca and M values.
DLA (Diffusion Limited Aggregation), IP (Invasion Percolation), and Eden are
different discrete growth models. The figure b is redrawn using Figure 10 of
Berkowitz and Ewing [1998] (Copyright Kluwer Academic Publishers, reproduced
with permission) as a guide, who conceptually extended the diagram a along a
third dimension containing the Bo values. The red arrow depicts the Bo < 0
domain.

For upward gas migration in water-saturated soils, in a given porous medium, at low gas

injection rates, the viscous effects are less relevant. Therefore, the flow is controlled by

a combination of capillary forces (capillary fingering regime) and gravitational forces.

Upon increasing the injection rates, the control shifts to a combination of viscous forces

(viscous fingering regime near the injection source) and gravitational forces [Selker et al.,

2006, Van De Ven and Mumford, 2019]. Therefore, three gas flow regimes are observed

[Ji et al., 1993]. These are:

• The Continuous/Coherent flow, where the gas phase flows as a continuous

phase.

• The Discontinuous/Incoherent/Bubbly flow, which involves gas flow as dis-

crete gas bubbles or clusters. During the flow, these gas bubbles or clusters of-
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ten undergo fragmentation (splitting of gas bubbles or clusters) and coalescence

(merging of disconnected gas bubbles or clusters) events.

• The Transitional flow, where gas-flow behaviour exhibits characteristics of both

continuous and discontinuous flow.

The transition of gas flow from one regime to another depends on the grain size of the

porous medium and on the rate of gas flow [Geistlinger et al., 2006]. As a result of the

balance of forces, the gas-flow regime tends to be discontinuous at low gas-flow rates

and in coarser porous media moving towards the continuous regime as the flow rate

increases or for finer porous medium [Geistlinger et al., 2006]. Geistlinger et al. [2006]

defined a critical flow rate Qcrit [m
3/s] below which discontinuous gas flow occurs:

Qcrit =
π∆ρgrc

4

8µg

, (2.1)

where ∆ρ denotes the difference in densities between gas and water [kg/m3], g denotes

acceleration due to gravity [m/s2], rc denotes the characteristic radius of gas channels

through which flow occurs [m] and µg denotes the dynamic viscosity of the gas phase

[Pa− s]. Besides using the critical flow rate, the gas flow regimes can be classified using

the ratio of Bond number to Capillary number (Bo/Ca) [Van De Ven and Mumford,

2019], which are reported for the experiments used in this study.

2.2 Experiments

It is notoriously difficult to obtain direct measurements in the subsurface to observe the

behaviour of the phases because even minimally-invasive methods distort the medium

that shall be investigated. So, indirect measurements using laboratory experiments

under varied controlled conditions in a representative porous medium are often used as

an alternative for which the distortion can at least be described or even be quantified to

a certain extent. Non-invasive imaging methods like optical imaging using UV or visible

light, dual-energy gamma radiation, X-ray microtomography, and magnetic resonance

imaging are a few popular choices for such laboratory experiments [Oostrom et al.,

2007, Werth et al., 2010].
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In this thesis, I use data from imaging experiments using visible light, specifically the

experimental data sets from the study of Van De Ven and Mumford [2019] (see Table 2.1

for details). A general description of the experimental set-up and procedure is presented

in this section based on Van De Ven and Mumford [2019] to aid the understanding of

the contributions of this thesis.

In these experiments, gas (air) is injected at various flow rates in a water-saturated,

homogeneous, sand (0.7mm average grain size)-filled thin acrylic cell of dimensions

25cm×25cm×1cm (see Figure 2.2 for a schematic of the cell). A continuous wet packing

procedure was used to ensure that the resulting sand distribution was homogeneous and

free of trapped gas [Mumford et al., 2009, Hegele and Mumford, 2014, Van De Ven and

Mumford, 2018]. After packing the cell fully, the top of the cell was sealed, to prevent

re-arrangement of soil grains. After that, the cell was placed in front of a light source.

Then, gas was injected at some point in the cell with a syringe pump at a constant

flow rate (see injection rates in Table 2.1). To conduct the experimental triplicate at

10ml/min (10-A, 10-B, 10-C), 100ml/min (100-A, 100-B, 100-C) and at 250ml/min

(250-A, 250-B, 250-C), the sand was washed and repacked with the same procedure

to obtain a homogeneous packing after each experiment. Nevertheless, with a new

arrangement of all grains and the inherent instability of gas migration in certain flow

regimes, each experimental outcome is unique.

A camera captures the light transmission images of gas movement and resulting gas

presence within the cell at a designated time rate, either until the gas reaches the top

of the cell or until the memory of the camera is exhausted. In the experiments used in

my thesis, images are collected at the rate of 30 frames per second until the completion

of the experiment. The obtained images were then converted to grey-scale images and

thereafter processed to detect gas presence or to obtain gas-saturation images [Niemet

and Selker, 2001]. This experimental technique is called the Light Transmission Method

[Tidwell and Glass, 1994] (see Figure 2.2). The details of the image processing technique

as well as the technique for processing the images to obtain gas-saturation data, are

discussed in Appendix A. In this thesis, to retain simplicity, I will use a time-series of

the processed gas presence/absence type binary images or experimental movies.

To obtain the binary images, individual pixel intensity values of the raw images are

averaged over a block size of 1mm×1mm. Then, optical density values are computed per

block, and a detection limit of 0.02 was set [Van De Ven and Mumford, 2019]. Optical
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Figure 2.2: Schematic of experimental setup. The Light Transmission Method schematic is
redrawn using Figure 1 of Tidwell and Glass [1994] as a guide, and the sketch for
the acrylic cell is redrawn using Figure 1 of Van De Ven and Mumford [2018] as
a guide.

density is defined as the negative logarithm transform of the ratio of the transmitted to

incident light intensity [Kechavarzi et al., 2000]. Wherever the block intensity exceeds

the detection limit, gas is considered to be present.

From these binary image data obtained using the optical density values, the differ-

ence in gas-invasion patterns for different gas injection rates in the same homogeneous

porous medium is observed. At a low injection rate of 0.1 ml/min, gas flows with frag-

mentation and coalescence behaviour (see Figure 2.3) as seen in discontinuous gas flow

regimes (see Section 2.1) [Van De Ven and Mumford, 2019]. For higher injection rates

(100ml/min, 250ml/min), we see more branching effects and the development of multi-

ple coherent fingers of gas (see Figure 2.3) across the domain (continuous flow regime).

With increasing gas flow rate, viscous forces dominate the injection zone, making the

gas flow radial around the injection point [Selker et al., 2006, Van De Ven and Mum-

ford, 2019]. However, once the gas propagates further away from the injection point,

gravitational forces overcome the viscous forces [Van De Ven et al., 2020]. Hence, the

upward movement of gas is observed as multiple fingers (referred to as gravity fingering

in Glass and Nicholl [1996]). The experimental triplicate at 10 ml/min belongs to the

transitional gas flow regime (see Section 2.1).

Table 2.1 contains a summary of the experiments used in this study taken from Van

De Ven and Mumford [2019]. It contains the experiment number, gas-injection rate,



18 2 State of the Art: Models, Experimental Data and Methods

porosity of sand, total duration of the experiment, Bo/Ca, and gas flow regime of the

corresponding experiment. The porosity of a porous medium is defined as the ratio of

the volume of pore space to the total volume of the porous medium.

Experiment
Nr.

Injection
rate
[ml/min]

Porosity Duration [s] Bo/Ca Gas flow
regime

0.1-A 0.1 0.366 330 −1.61× 104 Discontinuous
10-A 10 0.375 8.6 −1.61× 102 Transitional
10-B 10 0.360 9.4 −1.61× 102 Transitional
10-C 10 0.369 9.4 −1.61× 102 Transitional
100-A 100 0.370 6.3 −1.61× 101 Continuous
100-B 100 0.365 5.2 −1.61× 101 Continuous
100-C 100 0.360 4.8 −1.61× 101 Continuous
250-A 250 0.366 4.4 −6.45× 100 Continuous
250-B 250 0.379 6 −6.45× 100 Continuous
250-C 250 0.364 6.4 −6.45× 100 Continuous

Table 2.1: Summary of experiments used in this study based on Table 1 from Van De Ven
and Mumford [2019]. The experiments were conducted by the group of Dr. Kevin
Mumford at Queen’s University, Canada. The duration of the experiments may
slightly differ from the ones reported in Van De Ven and Mumford [2019] due to
rounding up during data processing.

2.3 Models

Immiscible flow in porous media, where each pore arrangement is not known, can

be simulated primarily by using two modelling techniques, i.e. so-called continuum

or stochastical modelling. I will focus on macroscopic stochastic versions of Invasion

Percolation models (Section 2.3.2) and describe four versions used in this study (Sec-

tions 2.3.3 — 2.3.6).

2.3.1 Classification of Modelling Approaches

Continuum Modelling Technique
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Figure 2.3: A sample of four binary experimental images at the final time for experiments
0.1A, 10A, 100A, and 250A.

Continuum models are Darcy-law [Holden, 2005] based fluid transport models defined

at the scale of a representative elementary volume (REV). A REV is the smallest

model unit at which individual pore-level geometrical details are smoothed out. Thus,

averaged values of parameters describing the physical processes can be used. These

models are highly complex with a large number of parameters and can be coupled

to different physical and chemical processes for a near-accurate representation of the

physical, real-world system. They involve solving partial differential equations with

desired spatial and temporal discretizations. Additionally, to address the description of

multiphase flow in porous media, relative permeability of phases and capillary pressure-
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saturation curves are used. Owing to their complexity, these models are non-linear and

computationally expensive.

Moreover, gas migration processes are highly influenced by perturbations at the pore

scale. On the one hand, to incorporate pore-scale heterogeneities correctly, a finer mesh

discretization is required for these models. On the other hand, this further increases the

computation time. Coarser mesh discretizations are subjected to artefacts of numerical

dispersion that smooth out the pore-scale heterogeneities [Glass et al., 2001]. The

different length scales involved in the processes of gas migration in the porous medium

make the use of continuum models difficult [Glass et al., 2001]. This reduces the

prediction capability of such models for gas migration processes because they are highly

influenced by pore-scale perturbations.

Stochastic Modelling Techniques

Stochastic modelling techniques involve the use of simple discrete growth models (see

Section 1.1.2), which capture the essential physics of the processes and generate flow

patterns without solving differential equations. Thus, these models have low compu-

tational effort. Both laboratory experiments and numerical model formulations of a

real-world system are not free from uncertainties. While laboratory experiments can

have uncertainty associated with measurements or processing techniques, numerical

models can suffer from conceptual and parameter uncertainty, affecting their prediction

quality. A stochastic analysis of real-world systems helps to address these uncertainties

appropriately. Discrete growth models are ideal candidates for such analysis. Out of

many discrete growth models, I focus specifically on Invasion Percolation (IP) models.

2.3.2 Invasion Percolation Models

Invasion Percolation (IP) models are (stochastic) discrete growth models often used

for simulating displacement of immiscible fluids through porous media in the capillary

fingering regime [Lenormand et al., 1988]. The term Invasion Percolation was first

coined by Wilkinson and Willemsen [1983] for a pore-scale model, which incorporated

phase accessibility rules to standard Percolation models of Broadbent and Hammersley

[1957] to assure connectivity within a phase.

General Implementation Procedure
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Many IP model versions with variations in the underlying rules have been developed to

match the behaviour of specific fluids in specific porous media under specific conditions

[e.g., Ewing and Berkowitz, 1998, 2001, Birovljev et al., 1991, Kueper and McWhorter,

1992, Frette et al., 1992, Ioannidis et al., 1996, Glass et al., 2001, Mumford et al., 2015,

Trevisan et al., 2017, to name a few]. However, all of them have the following typical

conceptual and numerical implementation:

1. At first, a pore network of blocks/nodes is generated with a given connectivity by

assigning each pore an invasion/entry threshold selected from some distribution.

This network can be 2D (2-dimensional) or 3D (3-dimensional).

2. Initially, all the blocks are occupied by the defending fluid, which is the fluid that

initially exists in the domain. Then, the invading phase is injected at some point

in the network. For example, in this thesis, water is the defending fluid, and gas

is the invading fluid.

3. Pores with connection to the invaded pore are evaluated for their entry thresh-

olds, and, based on some criterion (mostly minimum entry threshold), one of the

connected blocks is invaded.

For my thesis work, the defending phase, water, is the wetting phase and the invading

phase, gas, is the non-wetting phase. In a multiphase system, the solid porous matrix

prefers to be in contact with one fluid phase more than the other. This preferred phase

is the wetting phase, which thus flows through the smaller pores of the matrix. The

non-wetting phase favours the larger pores of the solid matrix for flow.

IP models also need to incorporate buoyancy effects to simulate gas invasion in water-

saturated porous media. Several studies have therefore used IP models with gravi-

tational/buoyant force effects to model gas-water flow systems or fluid systems with

significant density-difference in porous media [e.g., Frette et al., 1992, Birovljev et al.,

1991, Meakin et al., 1992, Ioannidis et al., 1996, Held and Illangasekare, 1995, Glass

and Yarrington, 1996, Tsimpanogiannis and Yortsos, 2004, Cavanagh and Haszeldine,

2014, Trevisan et al., 2017].

Macroscopic Invasion Percolation (IP) Model

The pore-scale IP models described above must be upscaled to use them for large engi-

neering applications: like subsurface contaminant remediation, oil extraction, geologic
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gas storage etc.; i.e., any scale larger than the pore-scale. Studies [like Kueper and

McWhorter, 1992, Ewing and Gupta, 1993, Ioannidis et al., 1996] abstracted processes

from the pore-scale IP model to then use them at the larger scales of their problems.

Macroscopic IP models conceptualize the porous medium as a group of internally ho-

mogeneous isotropic blocks consisting of sub-networks of pores instead of individual

pores as in pore-scale IP models [as of Wilkinson and Willemsen, 1983]. Macroscopic

IP models are a reasonable choice for scales greater than or equal to the experimental

data used in this study.

Model Versions Used in This Study

I use four versions of the macroscopic IP model:

1. The Near-Pore Macro-Modified Invasion Percolation (NP-MMIP) model of Glass

et al. [2001] without viscous modifications.

2. The Macro-IP model involving a rule for re-invasion of water [Glass and Yarring-

ton, 2003, Mumford et al., 2015].

3. A combination of the Macro-IP model with a rule that allows for more than one

invasion block per step (including the original viscous modification as in Glass

et al. [2001]).

4. A combination of the Macro-IP model and modified stochastic selection rule of

the Stochastic Selection and Invasion (SSI) model of Ewing and Berkowitz [1998]

adapted from Mumford et al. [2015].

All four model versions are coded using MATLAB. Also, they are at the same scale,

adopt a 2D grid description of the porous medium in accordance with the experimental

data, and share some similarities. Figure 2.4 shows the conceptual building of the four

model versions used in this study.

To facilitate the understanding of the models, first, I describe the model version (I call

it Model 1) based on the NP-MMIP of Glass et al. [2001] (Section 2.3.3). Model 1

does not include the modifications for viscous effects from the NP-MMIP model of Glass

et al. [2001]. Then, in Section 2.3.4, I introduce Model 2, which has additional rules of

re-invasion of water at the macroscopic scale, same as in Glass and Yarrington [2003],

Mumford et al. [2015] (see Figure 2.4). I combine Model 2 and a rule for producing

thicker fingers from the viscous modification of NP-MMIP model of Glass et al. [2001]
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Figure 2.4: Flowchart illustrating the building process of the competing model versions used
in this thesis.

to produceModel 3 (Section 2.3.5), to resemble the experimental outcomes (see Figure

2.4). Finally, I describe the fourth model version: Model 4, in Section 2.3.6, which

is built by combining Model 2 and a modified rule for stochastic invasion from Ewing

and Berkowitz [1998] (see Figure 2.4). Model 4 is adapted from Mumford et al. [2015].

All the model versions used here generate binary images (gas-presence/gas-absence) as

output.

2.3.3 Model 1

In this model, the gas is placed at the injection block (position of the gas injection needle

in the experiment), and the invasion thresholds (Te) [cm of H2O] of the neighbouring

blocks are calculated:

Te = Pe + Pw, (2.2)

where Pe is the local entry pressure of the block [cm of H2O], and Pw is the pressure of

the water phase [cm of H2O]. Pe is the specific value of capillary pressure (Pc) required

by gas to percolate a water-occupied block. Capillary pressure (Pc) is the difference in
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pressure across the interface of two immiscible phases in pore space. Pw incorporates

the buoyant effects and is calculated assuming hydrostatic conditions:

Pw = ρwgz (2.3)

Here, ρw is the density of water [kg/m3], g is the acceleration due to gravity [m/s2],

and z is the height [m] from the top of the acrylic glass cell. At each model step, the

neighbouring block with the minimum invasion threshold (Te) is invaded by gas.

The Pe field of a porous medium depends on the pore-scale arrangement of the solid

and its interaction with the fluids. A precise measurement of the Pe field at the scale

of the experiments (block size of 1mm x 1mm) in this thesis is practically impossible.

Therefore, it is typical to use random Pe fields, i.e. a randomly generated value per

block. Since Pe is a point on the capillary pressure (Pc)–saturation (S) curve, the

model randomly samples the Pe values that it assigns individually to all model blocks,

using the Brooks-Corey Pc − S relationship [Brooks and Corey, 1964] for the material

of interest (homogeneous sand of 0.7mm average grain size):

Se =

(
Pc

Pd

)−λ

, (2.4)

where Se is the effective wetting phase saturation. The saturation of a fluid phase is a

dimensionless quantity defined as the percentage of pore space occupied by that fluid

phase. Pc is the capillary pressure [cm of H2O] and Pd is the macroscopic displacement

pressure [cm of H2O]. Pd is the capillary pressure of the largest pore-throat that the gas

phase needs to overcome to invade the porous medium [Gerhard and Kueper, 2003]. λ

is the pore-size distribution index. The value of λ varies typically between 1-4 and can

be up to 7 for very uniform sands. The model samples the Pe values from the inverse

of the cumulative distribution function of Pc (using Equation 2.4):

Pc = PdU− 1
λ (2.5)

Here, U is a random number from the standard uniform distribution on the interval

[0, 1]. This sampling method is called the Inverse Transform sampling method, which
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has been used in the works of Glass et al. [2001], Mumford et al. [2015], Banerjee et al.

[2021]. The Pe values thus assigned to the blocks are not spatially correlated, but this

extension could be achieved via geostatistical simulation.

2.3.4 Model 2

Model 2 has the same setup and follows the rules for invasion of gas specified for Model

1 (Section 2.3.3). This means it follows Equations 2.2 — 2.5 and also obeys the rule

of invading the neighbouring block with the minimum Te. Furthermore, it has a rule

for re-invasion of water into the gas-occupied blocks to simulate the fragmentation

and mobilization events observed for discontinuous gas flow (see Section 2.1) [Glass

and Yarrington, 2003, Mumford et al., 2015]. This rule is an upscaled version of the

re-invasion rule of the pore-scale model of Wagner et al. [1997].

In Wagner et al. [1997], the re-invasion of water (causing fragmentation and mobilization)

into the gas-filled pores is realized by a withdrawal pressure threshold. At the scale of

the Macro-IP model, the threshold for re-invasion, also known as the terminal threshold

(Tt) [cm of H2O], is calculated as the summation of the terminal pressure (Pt) [cm of

H2O] and the hydrostatic pressure (Pw).

Tt = Pt + Pw (2.6)

Before defining Pt, some more domain terms must be defined. When a non-wetting

phase invades a wetting-phase-occupied porous medium, the process is called drainage.

The reverse process is called imbibition. The Pc − S curves associated with these

processes differ for any particular porous medium. This behaviour is called capillary

pressure hysteresis. The terminal pressure (Pt) is the minimum capillary pressure

attainable by a non-wetting phase cluster undergoing imbibition [Gerhard and Kueper,

2003]. Pt is calculated using the Pe− to −Pt ratio (α) obtained from the characteristic

drainage and imbibition curves for the porous medium of interest, which takes capillary-

pressure hysteresis into account [Gerhard and Kueper, 2003, Mumford et al., 2009]. The

same α value is assigned to each block, which is reasonable for uniform sands like the

one used in this thesis [Mumford et al., 2015].
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Pt = αPe (2.7)

Water re-invades a gas-occupied block if:

Tt,g > Te,w, (2.8)

where g and w stand for gas- and water-occupied blocks, respectively [Mumford et al.,

2015]. Thus, in a gas cluster when the maximum Tt,g value is greater than the minimum

Te,w value of its neighbouring water-occupied blocks, water re-invades the gas-occupied

block with the maximum Tt,g value. The model assumes that it completely expels the

gas when water re-invades a gas-occupied block. As a result, the expelled gas occupies

the block with the minimum Te,w value. If the re-invasion of water occurs in blocks

on the periphery of the gas cluster, mobilization occurs. If the re-invasion causes a

disconnection in the gas cluster, fragmentation occurs. In any model step, a gas cluster

is allowed to grow, i.e. the number of gas-invaded blocks is more than in the previous

step, only when connected to the gas cluster containing the injection point to ensure

mass balance. Thus, for gas clusters disconnected from the injection point, only the

re-arrangement of blocks is possible.

2.3.5 Model 3

Model 3 includes an invasion rule of Glass et al. [2001] to the Model 2 implementation.

In this regard, the model formulation follows the rules specified by the Equations 2.2 —

2.8. The difference is that multiple neighbouring blocks (nb) are invaded instead of one

block per step. This means that not only the easiest-to-invade block is invaded, but the

nb easiest ones among all candidate blocks. This weakens the influence of Te and hence

resembles a reduced dominance of capillary effects in favour of viscosity effects. The

number of blocks to invade is chosen by observing the gas fingers from the experimental

data.

Please note that, in this implementation, the number of blocks invaded is chosen dy-

namically until the number of blocks specified at the beginning of the simulation is

available for invasion. For example, in a model run specified to invade, say, nb = 10
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blocks per step, initially, when the number of available neighbours is < 10, all the avail-

able ones are invaded. Ten neighbouring blocks are invaded only when the gas cluster

around the injection point is big enough to have ≥ 10 neighbouring blocks. After each

event of an invasion of multiple blocks, re-invasion of water resulting in fragmentation

or mobilization of the gas cluster is carried out exactly as described in Model 2. This

means that the simulation of the fragmentation and mobilization event in Model 3 does

not involve gas invasion of multiple water-occupied neighbouring blocks.

2.3.6 Model 4

Model 4 is implemented following the formulations specified by Equations 2.2 − 2.8.

Model 2 selects the neighbouring block with a minimum invasion threshold (Te) for

invasion. In contrast, in Model 4, the neighbouring block is chosen using a modified

rule for stochastic selection from the Stochastic Selection and Invasion (SSI) model of

Ewing and Berkowitz [1998]. This rule allows gas to invade not strictly only the block

with the minimum invasion threshold (Te) but also less easy-to-invade blocks based on

a partially randomized choice. The difference between Model 3 and Model 4 is that

Model 3 diminishes the influence of Te deterministically for many blocks per step, while

Model 4 achieves the same stochastically for a single block per step.

The stochastic selection rule of the original SSI model accounted for viscous effects

(instabilities and randomness brought into the system by the fluids’ interaction with a

porous medium) and was originally applied to dense non-aqueous phase liquid (DNAPL)

migration [Ewing and Berkowitz, 1998]. Viscous effects cannot be ignored for gas flow

at high injection rates. This stochastic selection rule has been modified to be applicable

for gas invasion in water-saturated sand [Mumford et al., 2015] instead of the DNAPL

invasion of the original work. In the modified stochastic selection rule of the SSI model,

the decision of gas invasion is still proportional to the Te values of the neighbouring

blocks but is slightly modified using an additional parameter: c, called the cell selection

weighting factor [Ewing and Berkowitz, 1998].

In the modified rule for stochastic selection:

1. The list of Te values of the neighbouring blocks (n) of the gas cluster are arranged
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in an ascending order Te,asc and the cumulative sum Te,cum is evaluated:

Te,cum[i] =

j=i∑
j=1

Te,asc[j]; i = 1, 2, 3, . . . , n (2.9)

2. Then the first block (value of i) where the rule specified by Equation 2.10 is found

true is invaded by the gas:

Te,cum[i] > Rc

j=n∑
j=1

Te[j] (2.10)

Here, R is a uniformly distributed random number between [0, 1] and c is the cell

selection weighting factor [Ewing and Berkowitz, 1998]. Please note that although

R and U from Equation 2.5 are from the same distribution, their seed numbers

and generator types are different. Hence I use different symbols here.

In the stochastic selection rule, c controls the strength of randomness, and its value lies

in the range of (0,∞). When c → ∞, the value of Rc → 0 for almost all values of R.

In this limit, the first block on the list of Te,asc (block with the lowest Te value) will be

invaded deterministically by gas. The resulting lightning-bolt-like gas finger is the same

as the gas finger generated by Model 2. In fact, for c → ∞, Model 4 becomes identical

to Model 2. However, the lower the c value, the higher the RHS of Equation 2.10, which

ensures that the higher Te[j] are picked more often; this generates gas fingers that are

not moving strictly upward, but have a wider spatial distribution. Please note that the

re-invasion of water events that result in fragmentation or mobilization of gas clusters

are carried out exactly as in Model 2, i.e. without any stochastic modification.

Table 2.2 summarizes the model parameter values used in this thesis. The conceptual

difference in the model versions is illustrated using a schematic in Figure 2.5. Figure

2.5b displays a gas invasion event in Model 1, which gives rise to a lightning-bolt-like

gas finger. The fragmentation of the gas cluster owing to water re-invasion, as per

Model 2, is shown in Figure 2.5c. Figure 2.5d shows the gas invasion of three blocks

(three most favoured blocks according to Te values) in the injection cluster following

a fragmentation event, according to Model 3. Figure 2.5e displays the invasion of a
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Table 2.2: Model parameter values used in this thesis.

Parameters [Units] Symbols Values

Common for models 1-4

Density of water [kg/m3] ρw 1000

Acceleration due to gravity [m/s2] g 9.82

Average Pt − Pe ratio [-] α 0.6 Mumford et al. [2009]

Displacement pressure [cm of H2O] Pd 8.66 Schroth et al. [1996]

Pore-Size distribution index [-] λ 5.57 Schroth et al. [1996]

Model domain size [mm2] X − Z 250× 250

Block discretization [mm2] x− z 1× 1

Model 3 specific

Number of blocks to invade nb
{1, 2, ...10, 15, 20} for experiments
at 10ml/min

{1, 2, ...20, 25, 30, 35, 40, 50} for
experiments at 100ml/min and
250ml/min

Model 4 specific

Cell selection weighting factor c {5, 10, 15, 200, 500}

randomly chosen neighbouring block (not the most favourable block according to the

Te values) following a fragmentation event according to Model 4.

2.4 Existing Methods of Comparison

After discussing the models and experiments used in this study, I present and discuss

existing methods for comparing IP-type models to experimental data via imaging meth-

ods, i.e., perceptual comparison and spatial moments comparison, see Section 1.1.4.
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Figure 2.5: Illustration of the conceptual difference between the four model versions: a is an
initial state of gas occupation in the domain; b displays gas filling in the next
step according to Model 1; c displays fragmentation of gas cluster in the next step
according to Model 2; d displays a fragmentation event followed by an invasion
event with nb = 3 according to Model 3; e displays a fragmentation event followed
by an invasion event according to Model 4. The numbers denote the increasing
order of preference of gas invasion for the neighbouring blocks in the next step
based only on Te values. Light grey cells are the blocks chosen by the respective
model version, and the blue block is the injection site.

2.4.1 Perceptual Comparison

Perceptual comparison is the method of visually comparing experimental data and

model outputs for similarities. For example, Birovljev et al. [1991] compared the width

of the fronts between the two phases from their experiments and IP simulations. In

the work of Glass et al. [2001], the length of the gas clusters, pool height, as well as

saturation distribution images from injection experiments and IP model results were

perceptually compared. Trevisan et al. [2017] compared the experimental image against

a combination of model realizations, indicating the probabilities of gas position. Mol-

nar et al. [2019] visually compared the structure of gas fingers from their Macro-IP

simulations to the experiments of Hegele and Mumford [2014].

This method’s primary advantage is that no pixel-based information is lost from the

highly resolved data because the images are visually compared on a pixel-to-pixel basis.
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Also, multiple global attributes of an image (width of a finger, tortuosity, and so on)

from simulation and experiment can be compared simultaneously. A valuable (but

immeasurable) strength of the method is that it intuitively applies the user’s expert

knowledge to the judgement. However, the method of perceptual comparison is non-

quantitative. Although it includes no computational effort, with the increase in the

number of images to compare visually, the task may require an enormous effort from

the user. Thus, it can become time-consuming, cumbersome, and non-objective.

Consider a situation where a user compares the breakthrough image (image when

the invading phase has percolated across the entire defending phase saturated porous

medium) from the experiment and an IP type model (e.g., Macro-IP) visually. Initially,

the user compares only two images. Now, since IP-type models rely on stochastic simu-

lation, the user runs 1,000 Te realizations for the model to determine the near-accurate

Te field as in the experiment. The number of images to compare increases from two to

1,001. Next, for this Macro-IP model, the user wishes to calibrate model parameters

like the saturation of the defending phase and porosity, and so decides to use saturation

values and porosity values from 0 to 1 in increments of 0.1 excluding 0 and 1. Thus, for

each entry pressure field for the model, the user runs the model 18 times to fit these two

parameters. Now, the user has to compare 1.8 × 104 model images to 1 experimental

image. The user is further interested in comparing various versions of the IP model (say

four different versions as in this thesis), including the calibration of the two parameters

mentioned above for each model version. Now, the user visually compares 7.2 × 104

model images against one experimental image. Worse still, the user intends to visually

inspect all images from the time of injection until the breakthrough. One can realize:

the effort of comparison amplifies extremely. In short, perceptual comparison can be

too tedious and subjective for stochastic analysis and also where the experimental data

is spatially and temporally intensive.

2.4.2 Comparison of Spatial Moments

Spatial moment methods have often been used to quantitatively describe both experi-

mental data and numerical simulation output for multiphase flow in porous media [e.g.,

Essaid and Hess, 1993, Kueper and Gerhard, 1995, Jawitz et al., 2003, Pantazidou and

Liu, 2008, Trevisan et al., 2015, González-Nicolás et al., 2017, to name just a few]. This
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method was used to compare Macro-IP models and gas-injection experiments in the

work of Mumford et al. [2015]. In a 2D water-saturated porous medium invaded by a

gas phase, the method involves the calculation of zeroth (M00), first (M10,M01) and

second moments (M20,M02) to describe the spatial distribution of the gas:

Msp =

∫ ∞

z=−∞

∫ ∞

x=−∞
ϕρgSg (x, z)x

szpdxdz (2.11)

Here, ϕ is the porosity, ρg is the density of the gas [kg/m3], Sg is the gas saturation

value, x and z are horizontal and vertical dimensions [mm] in the 2D space. These mo-

ments represent the gas’s mass, position and spread, respectively. Further, the centroid

position of gas (Xc, Zc) and its spatial extent as variance (σxx
2, σzz

2) are calculated

from these moments:

Xc =
M10

M00

σ2
xx =

M20

M00

−X2
c

Zc =
M01

M00

σ2
zz =

M02

M00

− Z2
c (2.12)

Theoretically, the spatial moments of experimental gas saturation data should be re-

producible by the model simulation output. At least, the idea of matching spatial

or temporal moments is a key concept in upscaling theories in heterogeneous porous

media.

The method of spatial moments comparison is quantitative and objective. Also, it

requires less time and human effort than the perceptual comparison method. This

method’s main disadvantage is the loss of information from the data (for images: pixel

information) by the aggregation of a handful of summary statistics before comparison.

This loss of information spoils chances for improved process understanding.

Also, in 2D space, one typically evaluates five spatial moment values, which individually

comment on the quality of fit. However, there exists no standard method to combine the

information from all of them in one unique metric to identify the best-fit realization.

One reason for this is the difference in magnitude of the different spatial moment

values. Moreover, for any arbitrary choice of combination of the spatial moment values,
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the conclusions obtained would be ambiguous. For example, any combined-moment

metric would produce the best possible value even for an exact mirrored copy of the

experimental image (same first and second moments). When interested in predicting

preferential flow pathways of a phase, identifying a mirrored image as the most realistic

model output might be completely misleading. Due to this reason, the comparison of

spatial moments does not enable any unique decision between competing models or

in the calibration of models. In Section 3.3.2, I will further show how the loss of

information of pixel data in the moments method can yield misleading results with the

help of a case-study.

2.5 Bayesian Model Evidence

In Section 1.1.5, I presented the Bayesian Model Selection and highlighted the chal-

lenges of computing the Bayesian Model Evidence (BME). Here, I present the conven-

tional mathematical formulation of BME, its computation using simple Monte Carlo

(MC) integration, and Bayes factors. I use these definitions and equations in Chapter

5 to introduce, illustrate and test the Method of forced Probabilities for BME compu-

tation.

For Nm competing models Mk, k = 1...Nm and observation data y0, the BME value

BMEk of any model Mk can be evaluated as (Bayesian integral from Kass and Raftery

[1995]):

BMEk = p (y0 | Mk)

=

∫
Uk

p (y0 | uk,Mk) · p (uk | Mk) duk

≡ Ik, (2.13)

where Uk denotes the model’s parameter space, and uk represents a random parameter

vector with prior distribution p(uk | Mk), and p (y0 | uk,Mk) is the probability or

likelihood of the parameter set uk of the model Mk to have generated the observed

data set y0.
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The integral Ik over the entire parameter space is computationally expensive and can be-

come infeasible (with no meaningful BME value) in the cases discussed in Section 1.1.5.

A review of methods to determine BME can be found in Schöniger et al. [2014].

To facilitate the introduction of the proposed method for computing BME in Chapter

5, I present here the approach of simple (or: brute-force) MC integration [Hammersley,

1960] of Eq. 2.13. The integrand is evaluated at randomly chosen points (uk,r) of

the parameter space Uk, which are drawn from their prior distribution p(uk | Mk).

The mean of the evaluated likelihoods provides the approximate value of the integral

(referred to as Îk):

Îk =
1

N

N∑
r=1

p (y0 | Mk,uk,r) ≈ Ik, (2.14)

with N being the number of MC realizations (ensemble size). To re-stress the problem:

in applications with many precise data, the summands in this equation are (close to)

zero with a probability very close to one, such that convergence can be prohibitively

slow.

To rank models against each other, one can directly compare their BME values (the

larger, the better) or their negative logarithmic BME values (the smaller, the better).

Alternatively, one computes so-called Bayes factors (BF) [Kass and Raftery, 1995] for

two models: k = 1 and k = 2:

BF k=2
k=1

=
BMEk=2

BMEk=1

, (2.15)

with a scale for interpretation provided by, e.g., Jeffreys [1961]. A BF value larger

than one favours model 2 over 1, and the order of magnitude decides the statistical

significance.



3 Model-to-Experiment Comparison

method∗

To fulfil the first research objective of this thesis, I develop a method of comparison

between IP-type models and data. The first hurdle to overcome in this process is the

absence of the time parameter in IP-type models. One needs to know which images

of the experimental time-series and the model iterations to compare with each other.

Thus, I suggest performing a volume-based time-matching (Section 3.1) between the

experiments and the IP-type models as a first step. Then, in Section 3.2, I introduce

the metric of comparison: the Jaccard coefficient and its diffused version. I apply my

method to compare Model 2 (Section 2.3.4) with experimental data of gas injection

at a rate of 0.1 ml/min (Experiment 0.1-A from Table 2.1). Further, I compare the

performance of my method against the standard method of comparison by matching

spatial moments (Section 2.4.2). In Section 3.3, I enlist the steps and present and

discuss the results from this demonstration of my method. I summarize the results of

the study and the conclusions obtained in Section 3.4.

3.1 Volume-Based Time Matching for IP-type Models

I use Equation 3.1 and Equation 3.2 to compute the gas volume in the experiment and

the model, respectively.

Vexp(t = ∆t× nt) =
nt=N∑
nt=1

Qexp ×∆t× nt; nt ∈ N, nt = 1, 2, 3, 4....N (3.1)

∗This chapter contains text fragments and figures from my publication Banerjee et al. [2021]
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Here, Qexp is the rate of injection of gas in the experiment [m3/s] and ∆t is the time

step in between the capture of two successive images [s] in the experiment.

Vmodel(ℓ) =

ℓ=Ltop∑
ℓ=1

nblocks × ϕ× Sg × Vblock; ℓ = 1, 2, 3, ...Ltop (3.2)

Here, nblocks(ℓ) is the number of blocks invaded per loop counter ℓ in the Model 2

described in Section 2.3.4, Ltop is the model loop counter when the gas reaches the top

of the domain, and Vblock is the volume of each discretized block of Model 2 (see Table

2.2). The porosity ϕ of the sand used in the experiment is assumed to be uniform, and

Sg is the gas saturation value assigned to the entire gas cluster.

After that, for all the time-wise elements in the Vexp and Vmodel data vectors, the

Euclidean distance is computed. Based on this distance value, each element of the

Vexp vector gets a nearest neighbouring element (minimum Euclidean distance) in the

Vmodel vector. For all those nearest-neighbour pairs, I assign the experimental time t to

the corresponding model loop counter ℓ. One may now compare the respective time-

matched images based on my proposed (Diffused) Jaccard coefficient (Section 3.2). In

my specific implementation, I use the MATLAB inbuilt function knnsearch with the

exhaustive search algorithm to efficiently conduct the nearest neighbour search.

The model loop counter may increase without an increase in volume because of a frag-

mentation process. A fragmentation process refers to a combination of an imbibition

(of water) step and an invasion (of gas) step. This process does not add gas to the sys-

tem but is actually a re-arrangement of the gas-occupied blocks (see Section 2.3.4). In

such a situation, all these model loop counters will match the same single experimental

time (because each experimental image by definition shows an increase in volume due

to the fixed gas injection rate Qexp). I recommend assigning the experimental time to

the last matching model loop counter in that case because this model state represents

the completed processes at the matched volume.
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3.2 Proposed Metric of Comparison: (Diffused)

Jaccard Coefficient

To quantify the similarity between experimental and simulated images, I compute the

Jaccard coefficient (J) [Tan et al., 2005]. This metric is widely used in the context of

object identification or image recognition. Per set theory, it is defined as the size of the

intersection between two sets, A and B, divided by the size of the union of these sets.

J(A,B) =
|A ∩B|
|A ∪B| (3.3)

The Jaccard coefficient ranges between zero and one, with zero meaning no similarity

and one meaning complete similarity. To understand how I compute the Jaccard co-

efficient for binary (black/white) images, consider Figure 3.1 (top row) as a schematic

illustration of the intersection between the binary-colour coded ( coloured block = 1,

white block = 0) data sets experimental image (Figure 3.1a) and model image (Figure

3.1b). The intersected blocks (|A ∩ B|) are colored purple (Figure 3.1c). I count the

number of purple blocks and divide by the total number of coloured blocks (|A ∪ B|)
in the images of Figure 3.1a and 3.1b without double counting the pixels that agree

to be coloured in both of them (purple blocks of Figure 3.1c), to compute the Jaccard

coefficient. One can automate this to be calculated for a time-series of images.

A pixel-by-pixel comparison would reject even a perfect model in a scenario where the

point of gas injection in the experiment is not precisely known, leading to an offset

between the experiment and the model. In many real-world applications, this offset

would be of no concern; on the contrary, one would wish to identify such a perfect

model run. Thus to identify such “perfect”model runs, I blur the images from both the

experiment and the model before computing the Jaccard coefficient. Since the blurring

produces non-binary values, I use a slightly adapted implementation of the Jaccard

coefficient for sets A = {ai : a ∈ R, i = 1, 2, ...n} and B = {bi : b ∈ R, i = 1, 2, ...n},
which is also known as the Ruzicka similarity coefficient [Deza and Deza, 2016]:

Jd(A,B) =

∑n
i min (ai, bi)∑n
i max (ai, bi)

(3.4)
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I call this metric Jd the Diffused Jaccard coefficient and illustrate its evaluation in the

bottom row of Figure 3.1.
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Figure 3.1: Visualization of intersection evaluated in the (Diffused) Jaccard coefficient
through exemplary images. (a) Image from experiment 0.1-A at the end of the
experiment ; (b) Corresponding time-matched Model 2 realization; (c) intersec-
tion of images (purple) evaluated by Jaccard coefficient (here: J = 0.12); (d) and
(e) corresponding blurred experimental and model images (4% domain size blur
radius); (f) intersection of blurred images (purple) evaluated by Diffused Jaccard
coefficient (here: Jd = 0.54).

To blur the images, I use the 2D-Gaussian blur function:

G(x, z) =
1

2πσ2
e−

x2+z2

2σ2 (3.5)

Mathematically, the blurred images are produced by convolution with a Gaussian kernel

of specified width (standard deviation σ). Hence, the blurring radius is increased or

decreased by altering the σ value in Equation 3.5. I use the kernel size relative to the

original domain size as a unit for the images’ blur radius. The blurring results in non-

binary images (see Figures 3.1d - 3.1f) with values between 0 and 1. These represent a
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spatial tolerance in matching and do not refer to intermediate gas saturation values.

3.3 Method Demonstration: Case-Study

In this section, I present a demonstration of my comparison method (Sections 3.1 and

3.2) using the data from experiment 0.1-A, i.e. from the experiment conducted at a

gas-injection rate of 0.1ml/min and Model 2 (Section 2.3.4).

The parameter values from Table 2.2 are used for Model 2. I run the model 1,000 times,

each run differing in the random spatial arrangement of the Pe values, thus also differing

in the spatial arrangement of Pt values. These model runs represent the uncertainty in

these parameter values, which are impossible to determine with experimentation. For

each of these 1,000 model runs, the simulation ends when the gas reaches any block on

the top of the model domain.

Additionally, in this case-study, I assume a constant gas saturation value (Sg) of 0.2,

based on Van De Ven et al. [2020], for all the gas clusters [Mumford et al., 2015]. This

approach may not be an accurate representation of reality. However, this assumption

helps to retain the model’s simplicity and hence reduces its computational cost, and

this assumption does not affect the discussion of my comparison method.

3.3.1 Steps of the Model-Experiment-Comparison

First, I conduct the experiment-to-model time matching (discussed in Section 3.1) using

Equations 3.1 and 3.2. The model simulation starts from the time gas first percolates

into the water-saturated sand in the experiment. Then, I compute the Jaccard coef-

ficient between the time-series of experimental images and the corresponding model

images across all the model realizations. Also, I compute the Diffused Jaccard coeffi-

cient using radii of blurring ranging from 0% to 50% of the domain size in steps of 1%

by changing the standard deviation value (see Equation 3.5).

For comparing my method to the existing method of spatial moments, I calculate the

difference between centroid and variance values (Section 2.4.2) of the final experimental

image and of the corresponding time-matched model output images. I normalize this



40 3 Model-to-Experiment Comparison method

difference by the centroid and variance values of the experimental image and then

identify the minimum of the normalized differences of each of the centroid and variance

values in the X - Z axes. Comparing zeroth moments M00 is unnecessary because the

time matching is based on volume matching, so M00 is always accurate.

Additional to the model images, I also translate an experimental image in the X -

Z space to compare with the original experimental image. This facilitates additional

discussions for my method. On this image, too, I calculate the Jaccard coefficient, the

Diffused Jaccard coefficient and the spatial moments.

I segregate the discussion of the results of this case-study into two separate sections,

for ease of understanding. In Section 3.3.2, I discuss results based on the experimental

image at the end of the experiment and corresponding time-matched images of all model

realizations. In Section 3.3.3, I focus on using the proposed metric on the time-series

of the time-matched images from the experiment and model.

3.3.2 Results from Comparison Based on Final Experimental Image

One can compute the (Diffused) Jaccard coefficient for any of the time-matched im-

ages of the experimental data time-series. Here, I begin the discussion by picking the

experimental image at the end of the experiment (at tend = 330s) and the correspond-

ing time-matched model image per model realization for clarity. The quality-of-fit (no

matter if assessed perceptually, by spatial moments or by the proposed metric) varies

significantly across the 1,000 model realizations. For example, the values for J vary

between 0.003 and 0.17, and those of Jd vary between 0.01 and 0.79. Therefore, I select

a set of model realizations for discussion that show a reasonable agreement with the

experimental image. I will motivate the choice of individual realizations further below.

Spatial Moments Can Be Misleading

First, I compare the spatial moments of seven arbitrary (time-matched) images to the

final experimental image (Figure 3.2). By comparing the height of the grey bars (model

realizations) against the height of the solid dark blue bars (experimental data) in Figure

3.2, one can see that none of the six model realizations clearly outperforms the others in

all spatial moments; rather, performance varies significantly across the four measures.
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Indeed, I have chosen four of the realizations (numbers 3, 4, 5, and 6) to exactly match

Xc, Zc, σ
2
xx and σ2

zz, respectively (see Figure 3.2). Recall that all of the time-matched

realizations by definition match the zeroth moment, which is equivalent to the volume

in the domain. Table 3.1 lists the characteristics of the seven realizations chosen for

detailed analysis and discussion here.
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Figure 3.2: Bar chart of spatial moments in X-Z space (computed using Equation 2.12) for
experimental image and its shifted copy (solid blue bars) and model realizations
(grey bars) as listed in Table 3.1; numbers in the bars denote respective realization
number.

The final model images of these realizations are visually displayed in Figure 3.3. Re-

alization 7 in Figure 3.3h might look familiar to the reader – it is, in fact, the original

experimental image, but translated 15 mm to the right and 10 mm upwards in X-Z

space. This realization represents a typical situation where the actual injection point

is not precisely known. Consistently, this realization meets the second spatial mo-

ments (spread) in X and Z but fails in reproducing the exact position of the gas (first

moments). Hence, if one relied on a spatial moments comparison, one might fail in

identifying this realization as an (almost) perfect fit. In real applications, identification

of this realization as the true one is essential because it would deduce that the model

used is, in fact, correct, but only the injection point is assumed at the wrong position.
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Table 3.1: Characteristics of the seven realizations selected for detailed analysis along with
their ranking obtained from their Jaccard coefficient (J) and Diffused Jaccard
coefficient (Jd) values at 4 % of domain size blur radius. The individual spatial
moment values for the realizations can be read from Figure 3.2. The values for J
are provided in Figure 3.3, and those for Jd are provided in Figure 3.6.

Realization
Number

Description Rank
by J

Rank
by Jd

1 Model realization with maximum Jaccard coefficient
value for final image

1 2

2 Model realization with the fastest increase of dif-
fused Jaccard coefficient with an increase in blurring
radius

2 1

3 Model realization with the minimum normalized dif-
ference to the experimental centroid in X direction
for final image

6 4

4 Model realization with the minimum normalized dif-
ference to the experimental centroid in Z direction
for final image

4 7

5 Model realization with the minimum normalized dif-
ference to the experimental variance in X direction
for final image

5 6

6 Model realization with the minimum normalized dif-
ference to the experimental variance in Z direction
for final image

3 3

7 Experimental image translated in X-Z space
(“shifted copy of experimental image”)

7 5

One cannot afford to not detect a perfect model realization. Therefore, I strongly rec-

ommend using the proposed (Diffused) Jaccard coefficient as a metric of comparison,

as discussed in the following sections.

Jaccard Coefficient Yields More Conclusive Ranking

Realization 1 is chosen as the realization that has scored the best Jaccard coefficient

(see Table 3.1). When assessed through the eyes of spatial moments, this realization

does not look especially convincing (the grey bar for Realization 1 is of the same height

as the solid dark blue experimental bar for Xc, but shorter for Zc and σ2
xx and taller for

σ2
zz in Figure 3.2). However, from Figure 3.3b, one can see that, perceptually, it does
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Figure 3.3: Images at the end of the experiment as a basis for perceptual comparison. (a) Final
experimental image; (b - g) time-matched model realizations and (h) shifted copy
of the experimental image as listed in Table 3.1, with box colours and numbers in
figures representing the respective realization.
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achieve a good fit, which confirms that comparison on a pixel-to-pixel basis as done

with the Jaccard coefficient yields more conclusive results than the spatially-aggregated

moments’ method. I observe that the gas finger of Realization 1 with the highest J

value extends farther to the top than the original experimental image (Figure 3.3a).

This is not a systematic result, but this particular randomized entry pressure field

yielded the highest pixel-by-pixel agreement with the experimental image. Suppose the

distance of the gas finger to the top of the glass cell was of particular interest to the

modeller. In that case, one could modify the Jaccard coefficient calculation such that

it only compares, e.g., the blocks of the outer gas finger boundary.

Realizations 3 – 6 (Figure 3.3d to 3.3g) have a poor perceptual fit to the experimental

image, and this is reflected in their Jaccard coefficient values. However, a combination

of spatial moments of these realizations cannot lead us to this conclusion. For example,

in Figure 3.2, compared to the height of the experimental dark blue bars, the height of

Realization 3 grey bars vary slightly for the Zc value but highly for σ2
xx and σ2

zz values.

Simultaneously, the height of Realization 5 grey bars vary slightly for Xc and Zc values

but highly for the σ2
zz value. Thus, when one compares the height of the grey bars

for Realizations 3 - 6 to the height of the dark blue experimental bars in Figure 3.2,

it is not possible to identify any pattern in their variations. In contrast, the Jaccard

coefficient provides a single value and a clear, precise ranking of the realizations.

Yet, observe that Realization 7 has a very low J value of 0.03, although it is just

a translation of the original experimental image. Therefore, I recommend using the

diffused version of the Jaccard coefficient (Jd) (see next Section).

Diffused Jaccard Coefficient Provides Most Insightful Ranking

I have already schematically illustrated the evaluation of the Diffused Jaccard coeffi-

cient with Figure 3.1 in Section 3.2. In fact, the experimental image shown in Figure

3.1 corresponds to the final experimental image (Figure 3.3a), and the shown model

realization corresponds to Realization 2 (Figure 3.3c) from Table 3.1. When the im-

ages are blurred as in Figure 3.1d and 3.1e (here, with 4% domain size blurring), their

similarity (using Jd) is compared on a scale larger than that of the individual pixels.

Figure 3.4 summarizes the performance of the seven realizations of Table 3.1 as a

function of the Gaussian blur radius varied from a detailed pixel level of 0% of the
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domain size (non-diffused Jaccard coefficient value) to a very summarized level of 50%

of the domain size.
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Figure 3.4: Diffused Jaccard coefficient as a function of Gaussian blur radius for the realiza-
tions listed in Table 3.1

In Figure 3.4, upon increasing the blurring radius, the Jd values for the shifted copy

of the experimental image (Realization 7) keep increasing and go up to 0.9 (cyan blue

plot line). Thus, the problem with using the Jaccard coefficient mentioned in the

previous section for realization 7 is resolved using the Diffused Jaccard coefficient. So,

for cases like the shifted copy of the experimental image, while spatial moments lead to

inconclusive results and the non-diffused Jaccard coefficient evaluates it as a poor fit,

the use of the Diffused Jaccard coefficient is a safer choice. Also, I picked Realization 2

(see Table 3.1) for having the steepest increase of Jd values upon increasing blur radius

in Figure 3.4 and it is observed to be a good perceptual match to the experimental image

(see Figure 3.3c). Recall that Figure 3.1 shows the intersection of Realization 2 with

the experimental image in a blurred and non-blurred state. Indeed both realizations

look very similar “in nature”, although the pixel-by-pixel comparison would not see

that because they differ slightly in position and tortuosity.

Further, note that in Figure 3.4, the Jd values of realizations 3 - 6 do not improve as fast

as those of Realizations 1 and 2 with increased blurring. This slower rate of increase
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implies that the Diffused Jaccard metric does not favour perceptually different realiza-

tions as much as it favours realizations with small offsets to the original experimental

image. To further demonstrate that blurring does not favour all realizations equally,

I show seven arbitrary model realizations at a blur radius of 4% of the domain size in

Figure 3.5. At this blur radius, the value of Jd amongst the 1, 000 model realization

images varies between 0.05 and 0.54. From Figure 3.5, it is evident that blurring does

fade out the information in the pixels; however, for a given blur radius, differences

between good and bad realizations are revealed reliably.
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Figure 3.5: A set of arbitrarily selected model realizations along with the experimental image
to present the range of the Diffused Jaccard coefficient Jd at 4% of the domain
size blur radius; the model realizations in mustard yellow box and red box are
Realization 1 and Realization 2 from Table 3.1, respectively.

To investigate to what extent one can blur the images for a meaningful comparison, I

show the selected seven realizations from Table 3.1 along with the experimental image

at different blur radii in Figure 3.6. It is evident from this figure that the images lose

more and more pixel details with increasing blur radius. Note that, at blur radius values

of 20% and 40% of domain size, the images from the experiment and Realizations 1 - 7

look almost the same. This explains why the Jd values of the different realizations do

not improve significantly after approximately 20% of domain size blur radius in Figure

3.4. Thus, the upper limit of the blur radius would depend on the application for which

the experiments and modelling are done. However, in general, it seems safe to say that

any radius of blurring exceeding 50% of the domain size is questionable.
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Figure 3.6: Experimental image and corresponding realization images (from top row to
bottom row: Realizations 1 – 7 of Table 3.1) with blur radius values of
2%, 4%, 8%, 20%and40% of the domain size in logarithmic color-scale. Box colours
represent respective realizations; cyan blue pixels are used for the shifted copy of
the experimental image (Realization 7).
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3.3.3 Results from Comparison Based On Experimental

Time-Series

This section explores the possibility of computing the (Diffused) Jaccard coefficient for

the time-series of time-matched images. Figure 3.7 summarizes the achieved diffused

Jaccard values Jd of the six model realizations of Table 3.1 as a function of experi-

mental time at a blur radius of 4% of the domain size. This plot helps evaluate the

model performance over the entire process of evolution of the gas finger instead of only

assessing the final gas finger at the end of the experiment. I refrain from computing

the spatial moments over time because that would yield four time-series per model re-

alization; without a standardised procedure to combine them into a single meaningful

measure for model realization ranking. Remember that Realization 7 is just the final

experimental image shifted in space, so I leave out its temporal evolution here.
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Figure 3.7: Diffused Jaccard coefficient (Jd) over all time-matched images with a blur radius
of 4% of the domain size, for model Realizations 1 – 6 from Table 3.1.

All the time-series plotted in Figure 3.7 show some common trends. As examples, I pick

two instances of time for further investigation. First, the value of Jd for all realizations

drops at a time of around 15s. Second, all the realizations show an abrupt increase at

around 240s.
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Figure 3.8: Zoomed images at specific times per column (axis limits are different for each
column). From top row to bottom row: experimental images and images of model
realization 1 – 6 from Table 3.1; box colours represent respective realizations.
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When zooming into the gas cluster at 15s (column 1 of Figure 3.8), observe that the ex-

periment’s gas cluster has far more gas-occupied blocks than the corresponding model

realizations. This is why, even upon blurring, the Jd value decreases. The smaller num-

ber of gas-occupied blocks in the model images can be due to an overestimation in the

gas saturation value used for volume-based time matching (Section 3.1). Alternatively,

the higher number of gas-occupied blocks in the experimental image can be due to

noisy pixels wrongly identified as gas-occupied pixels.

To investigate the abrupt rise in the Jd value at around 240s, I zoom into the gas

finger images at time 239s and 241s in the second and third column of Figure 3.8,

respectively. At both times, when I compare the experimental finger to the model

fingers, perceptually, they are different. But note that the experimental image (dark

blue gas finger) at 239s, with more gas accumulated towards the bottom, is much shorter

in height than at 241s. The model tends to expand towards the top, as is seen in all

the model realization images of columns 2 and 3 of Figure 3.8. So, when the gas finger

in the experimental image at 241s suddenly moves up, the Jd value increases abruptly

for all the model realizations. Note here that the increase in Jd value at around 240s

is not the same across all model realizations in Figure 3.7. Realization 2 (third row,

red box in Figure 3.8) has the closest resemblance to the experimental image at 241s.

Accordingly, the maximum increase in Jd value is seen for Realization 2 (red plot line)

in Figure 3.7.

On the one hand, looking at the temporal evolution of Jd for specific realizations could

help us improve the model structure (identify “wrong decisions”, common errors to all

realizations, and so on). On the other hand, the experimental team can use this tem-

poral evolution of Jd as a diagnostic tool to detect unexpected or exceptional behaviour

in the experimental data set. Such behaviour detection could help them identify and

resolve problems with experimental setup conditions or data-processing techniques.

3.4 Summary and Conclusions

The proposed volume-based time-matching method enables comparing of IP-type mod-

els with no sense of real-world time to real-time experimental data. Perceptual compar-

ison takes into account the expert intuition about the quality-of-fit, but it becomes an
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impossible task for a large number of realizations (and potentially even timesteps) that

one would like to investigate. To avoid subjective and tedious perceptual comparison

of images, I propose to compute the Jaccard coefficient as a quantitative, automated

and therefore objective metric for comparison.

From the case-study results, it is evident that spatial moments are hard to aggregate

into a single meaningful measure; they are inconclusive and can even be misleading.

They would be a poor choice for time-series evaluations. The Jaccard coefficient quan-

tifies pixel-by-pixel agreement and is hence close to a “measure of perception”, but

it evaluates the perfect-but-shifted model realization only as mediocre. The Diffused

Jaccard coefficient solves this problem: with increasing blur radius, this shifted model

realization image emerges as the best one.

The blur radius can be visualized as a switch that helps the user control the extent

of details to be retained in the images. So, the most meaningful blur radius for a

specific application has to be decided by the user; it can reflect the intended purpose

of identification. For example, suppose the user wants to know the radius of a gas

contamination zone in the subsurface to protect the groundwater table. In that case, the

images can have a relatively high blur radius. I recommend to try increasing blur radii

to observe such effects as shown here synthetically with the translated experimental

image and then decide its value. Also, I recommend always reporting Diffused Jaccard

coefficient values together with their blur radius (with an appropriate unit; in the

case-study I used the percentage of the domain size) for transparency.





4 Model Selection of Competing

Models∗

Traditional IP-type models, at any scale, do not incorporate viscous effects and have,

therefore, not been tested before in gas flow regimes other than discontinuous flow (slow

injection of gas). That means model testing for the transitional and continuous gas flow

regimes (Section 2.1) remains an open question. This is because, at higher gas-injection

rates, ignoring viscous effects near the gas injection point as in traditional IP models

is not a valid assumption (see Section 2.2). However, the addition of several rules to

IP models makes them potential candidates for transitional or continuous flow regimes.

For example, modifications of macroscopic-IP models, such as presented in Model 3

(Section 2.3.5) and Model 4 (Section 2.3.6), are capable of simulating the mentioned

viscous effects.

Many IP-type models exist, but very few of them have been compared to actual data

(Section 1.1.2) due to challenges discussed in Sections 1.1.4 — 1.1.5. In Chapter 3, I

presented a quantitative comparison method between IP-type models and laboratory

gas-injection data and tested it using an experiment from the discontinuous flow regime.

In this chapter, I use this method to assess the performance of the four macroscopic-

IP models (Sections 2.3.3 — 2.3.6) in the continuous and transitional flow regimes

(experimental triplicate at 10 ml/min, 100 ml/min, and 250 ml/min, from Section 2.2),

which helps derive the direction for further model refinement.

The final-time images for the nine experiments used in this study are shown in Figure

4.1. Note, for experimental triplicates at an injection rate of 10ml/min (first row of

Figure 4.1), the gas finger of 10-B moves towards the side of the domain, instead of

being centrally aligned like in 10-A and 10-C. Also, for experiment 100-A (second row

∗This chapter contains text fragments and figures from Banerjee et al.
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of Figure 4.1), the multiple gas fingers are quite spread out, but those in 100-C merge

to produce thicker fingers along the way (second row of Figure 4.1). These differences

in the images support the uniqueness of each experimental outcome owing to the re-

packing of the sand (see Section 2.2).

Globally, this requires answering RQ2 posed in the introduction of this dissertation

(Section 1.2.2):

“Using the comparison approach developed in research question 1 on the different

macroscopic IP model versions, how to determine which model version is better at

describing which of these gas-flow regime experiments? Can specific deficits and rec-

ommendations be derived?”

In this chapter, I expand RQ2 into the following sub-research questions:

1. Can any of these four models be used for simulating gas flow in the continuous

or transitional flow regimes?

2. If yes, which ones are more suitable?

3. What can one learn from the comparison of more or less successful model strate-

gies and their remaining weaknesses to derive recommendations for future mod-

elling efforts?

I begin by discussing the implementation of the comparison method (from Chapter 3)

for the inter-comparison of the models in Section 4.1. As metrics for ranking the models,

I use both the Jaccard and Diffused Jaccard coefficients. Note from Section 3.2 that a

value for the blur radius has to be chosen to compute the Diffused Jaccard coefficient.

Here, I choose three different levels of blurring (three blur-radii), which are discussed in

Section 4.2. I report the results from this implementation and provide insights about

the models’ performance and their parameters in Section 4.3. Finally, I summarize the

conclusions of this study in Section 4.4.

4.1 Steps of Model Comparison Study

I present an overview of the model-comparison setup in Figure 4.2.
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Figure 4.1: Final time binary experimental images for experiments 10-A, 10-B, 10-C, 100-A,
100-B, 100-C, 250-A, 250-B, 250-C. These gas presence/absence images are not
free from pixel noise. Zones of the images where too many noisy pixels aggregate
have been cleaned prior to use in this study.

In step 2○, I run the four models over several (500) invasion threshold (Te) realizations

for all four models of Sections 2.3.3-2.3.6 (including the sub-versions discussed below)
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Figure 4.2: Flow chart listing the steps of the model-comparison setup.

to appropriately account for the uncertainty involved with the entry threshold (Te)

fields.

Prior to this, step 1○ requires some parameter specifications. I run Model 3 (Sec-

tion 2.3.5) for varying numbers of blocks to invade (nb) at each step, creating many

sub-versions of this model to test the best-fitting value. At injection rates of 100ml/min

and 250ml/min, I expect a higher number of blocks to perform well because a high vol-

ume of gas is injected into the system. I set the range of nb by visual inspection. For

the experiments at injection rate of 10ml/min, nb takes the values {2, 3, 4, ...10, 15, 20}.
I assign values of {2, 3, 4, ...20, 25, 30, 35, 40, 50} to nb for the triplicate experiments at

injection rates of 100ml/min and 250ml/min. Please note that larger nb values (> 50

blocks per step) would lead to inflated circular shapes instead of multiple gas fingers,

and hence nb = 50 was set as the upper limit.

Further, I run Model 4 (Section 2.3.6) for some representative c values: {5, 10, 15, 200, 500},
creating five sub-versions of this model to test the best-fitting value. I assume that,

while the transitional flow regime (10ml/min) would prefer higher c values (200 or 500),

the continuous flow regime (100ml/min and 250ml/min) would prefer low c values, be-

cause low c values allow the gas to spread more laterally instead of strictly moving

upwards. Please also note here that I ran the simulations for c < 5 values as well. But

this did not lead to systematic improvements or more insightful results, so I excluded

them from further analysis due to their very long runtime. Further, in this study, I do
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not aim to formally optimize the c value for specific model variants with an extensive

search over the feasible parameter space.

In step 3○, I run the time matching procedure (Section 3.1) for all the model versions

and sub-versions mentioned above. Additionally, to calibrate gas saturation values

assigned per block of the model domain within the time matching, I conduct the time-

matching by varying the Sg values in Equation 3.2 in the range of 0.02 − 0.44 (in

accordance with experimentally observed gas saturation values of Van De Ven et al.

[2020]).

In step 4○, I compute the Jaccard coefficient (J), and the Diffused Jaccard coefficient

values (J low
d , Jmed

d , and Jhigh
d ) at three levels of blurring (see Section 4.2) to assess the

quality of fit between the experimental images and the corresponding-time matched

model images. Per Te field realization, I want the model to choose its most suitable

saturation value based on the maximum metric value. Also, these metrics are used for

comparing the performance of the competing model versions.

4.2 Blur-radii for Diffused Jaccard Coefficient

I choose three different blur-radii for evaluating the Diffused Jaccard coefficients.

1. Low blur: I choose this blur radius such that images from the experiments (see,

Figure 4.1) lose the sharpness of the pixels but do not lose their identity, i.e.

the different blurred experimental images look different. This corresponds to any

application where one forgives errors in individual pixel values but insists on a

close match in shape (Low blur row of images in Figure 4.3). The chosen value

of σ for this blurring is 1.2% of the domain size, i.e. image width. The Diffused

Jaccard coefficient calculated using this blur radius is denoted as Diffused Jaccard

coefficient (low) (J low
d ) in this study.

2. Medium blur: I choose this blur radius such that images from the experimental

triplicate at any injection rate (each row of Figure 4.1) look similar, but that

the images across different injection rates look different. This corresponds to

applications where it is sufficient to identify diversion by flow-inhibiting structures

and the overall direction of the growing finger (Medium blur row of images in
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Figure 4.3). The chosen value of σ for this blurring is 4% of the domain size.

Please note that it is not entirely attainable, e.g., when a finger, like in experiment

10-B, favours a particular direction of flow, no amount of blurring can make it

look like fingers from 10-A or 10-C where the flow is clearly in the centre of the

cell. The Diffused Jaccard coefficient calculated using this blur radius is denoted

as Diffused Jaccard coefficient (med) (Jmed
d ) in this study.

3. High blur: I choose this blur radius such that images from all the experiments

(Figure 4.1) lose the individual details in finger structure and start looking sim-

ilar. This corresponds to any application where one is interested only in the

macroscopic direction of the gas finger and in no further details (High blur row

of images in Figure 4.3). The chosen value of σ for this blurring is 8% of the

domain size. Please note again that the images from all experiments cannot look

the same with any meaningful blur radius. The higher flow rates have multiple

fingers and more gas in the system and can thus handle more blurring than the

lower injection rate experiments that generate a single finger. The Diffused Jac-

card coefficient calculated using this blur radius is denoted as Diffused Jaccard

coefficient (high) (Jhigh
d ) in this study.

In Figure 4.3, I show the resulting images of the experiments 10-A, 100-A, and 250-A,

with and without the blurring. The other blurred experimental images are in Ap-

pendix B.

4.3 Results and Discussion

Note that, in this discussion, I use the term “metric”to address the Jaccard coefficient,

Diffused Jaccard coefficient (low), Diffused Jaccard coefficient (med), and Diffused

Jaccard coefficient (high) altogether. In Section 4.3.1, I comment on the ranking of

the models. I further support the deductions from the metric-based ranking by visual

evidence in Section 4.3.2. In Section 4.3.3, I discuss the importance of the random

entry threshold fields as model input. Then, I discuss the results from calibrating the

gas-saturation parameter in the models in Section 4.3.4.
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Figure 4.3: Final experimental image of the experiments 10-A, 100-A and 250-A. Row 2-4
contains the blurred version of the images of Row 1 for the three different blur-
radii.
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4.3.1 Overall Ranking of Models

I begin the discussion by commenting on the overall ranking of the competing models

based on the maximum metric value out of the 500 Te field runs. The table specified

by Figure 4.4 shows that, for all metric values and across most experiments, Model 1

and Model 2 rank poorly compared to Model 3 and Model 4. This is entirely expected

for the experiments of the continuous flow domain (with injection rates 100 ml/min

and 250 ml/min) because Model 1 and Model 2 do not include rules incorporating the

gas-fingering behaviour (viscous effects, multiple fingers etc.) at these injection rates.

Figure 4.4: Table containing the maximum metric value for each model version out of the 500
Te field runs and for the best gas-saturation (Sg) value (see Section 4.3.4). For
Model 3 and Model 4, the metric corresponds to the respective best parameter
value (see Table 4.1). The green colour represents good model performance, and
the yellow colour represents poor model performance.

In the transitional flow domain (10 ml/min experiments), gas flow behaviour already

shows characteristics of the continuous flow regime [Van De Ven and Mumford, 2019],

where capillary forces do not entirely dominate over the viscous forces (Section 2.1).

Recall from Sections 2.3.3 and 2.3.4 that Models 1 and 2 do not account for viscous

effects and are completely formulated to be operated in the slow gas flow regime (discon-

tinuous flow). Therefore, the contrast in performance between Models (1,2) and (3,4)
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is higher for higher injection-rate experiments. Accordingly, the difference in metric

values is higher for 100ml/min and 250ml/min in the table specified by Figure 4.4.

On that account, I do not recommend the use of Model 1 and Model 2 for the entire

transitional and continuous flow regime. Overall, in my study, Model 3 emerges as the

best-performing model for most experiments and metrics, always (and often closely)

followed by Model 4.

The blurring of the images does not change the overall ranking of the models across all

investigated scales of interest. That means: the difference in the model outputs occurs

(e.g. finger width, finger direction etc.) even on larger scales. I discuss the effect of

blurring further when I discuss the models’ relative performance across all 500 Te field

realizations (see Section 4.3.1).

What about the Parameter Values of Models 3 and 4?

Models 3 and 4 have additional parameter values nb and c, respectively, that have been

tested on a range of values (see Section 4.1). In Table 4.1, I report the parameter

values corresponding to the best-performing metric values of Figure 4.4, i.e. again for

the best-performing Te field per model.

As anticipated in Section 4.1, at injection rates of 100 ml/min and 250 ml/min, Model

3 performs best with a higher number of blocks of invasion (see columns of 100 ml/min

and 250 ml/min in Table 4.1). For Model 4, the best performing c values for injec-

tion rates of 100 ml/min and 250 ml/min are indeed the smallest on the list: c = 5

(see columns of 100 ml/min and 250 ml/min in Table 4.1), as already predicted in

Section 4.1.

Observe that, for the injection rate of 10 ml/min, the best c values of Model 4 also

correspond to the ones contributing to more inner randomness, i.e. the ones that assist

in the radial spreading of the gas. This is unexpected at first sight: at an injection rate

of 10ml/min, viscous effects exist but are not predominant, i.e. one observes less radial

spreading in the experiments (top row of Figure 4.1). I have observed similar behaviour

in one of my works [Banerjee et al., 2023], which will be discussed in Section 5.5.2, where

the experimental data belonged to the discontinuous gas flow regime.
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Table 4.1: Table containing the values of the best respective parameter value for Models 3
and 4 for the best-performing gas-saturation (Sg) value (see Section 4.3.4), i.e.,
number of blocks (nb) for Model 3 and c values for Model 4. The evaluation is
based on Jaccard coefficient (J), Diffused Jaccard coefficient (low) (J low

d ), Diffused

Jaccard coefficient (med) (Jmed
d ), and Diffused Jaccard coefficient (high) (Jhigh

d ).

Injection rate 10 ml/min 100 ml/min 250 ml/min
Models 3 4 3 4 3 4

Parameters nb c nb c nb c

E
x
p
e
ri
m
e
n
t
T
ri
p
li
ca

te

A 8 10 50 5 50 5

J

B 3 15 40 5 50 5
C 5 5 30 5 50 5
A 8 10 40 5 50 5 J

lo
w

d

B 3 15 35 5 50 5
C 5 5 30 5 50 5
A 6 15 40 5 50 5 J

m
ed

d

B 3 5 35 5 50 5
C 3 200 30 5 40 5
A 5 15 40 5 50 5 J

h
ig
h

d

B 4 5 35 5 50 5
C 3 10 30 5 40 5

Two opposing arguments are relevant to understand these surprisingly low c values at

10 ml/min. On the one hand, the higher c values (200 or 500) for a given invasion

threshold are almost deterministic in their choice of the gas path. When these c values

meet the entry threshold (Te) field closest to the actual experiment conditions, the

model can accurately produce the gas path with the highest similarity to the observed

experimental gas finger. But for any threshold field with poor resemblance to the

actual experimental conditions, models with these high c values produce poor-fitting

gas fingers. On the other hand, models with lower c values are more flexible in their

choice of a gas path for a given invasion threshold field (Te). Combining the two

arguments, these best-performing low c values indicate that, in the absence of a good

fit of the structure of the Te field to the experimental porous medium, the more flexible

models fare well.
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Relative Performance of the Models across 500 Runs.

Until now, I have discussed the model performance based on the overall maximum

metric value out of the 500 runs. To analyse the relative performance of the model

versions and sub-versions (with varying parameters, see Section 4.1) across 500 runs

per metric value, I inspect the percentage of ranks obtained by each of them. I present a

few plots to aid the discussion in Figs. 4.5 and 4.6. Please note that these rankings are

relative among the models (and model sub-versions) per individual experiment, and it

thus does not indicate whether any of these models are the best fit for the experiments

used in this study.

Observe from the rank-plots of experiments 10-A, 10-B, and 250-A using the Jaccard

coefficient (Figure 4.5, top row, and Figure 4.6 top), that the Models 1 and 2 rank

mediocre to poor amongst all the model versions (including sub-versions of Model 3

and 4). Further, notice that the best model according to the overall maximum metric

value (Model 3, see table specified by Figure 4.4) does not consistently rank well for

all the 500 Te fields (This becomes visible by the presence of red colour in the bars of

the Model 3 sub-versions in Figure 4.5 and 4.6). This indicates that the Te field is an

essential input for these models, which will be further discussed in Section 4.3.3.

Also, notice that Model 4 with larger c values representing more systematic behaviour

(relying primarily on the Te field) ranks the best for 10-A (e.g., see bars 4c200 or 4c500

of the top row, left plot in Figure 4.5), and those with c values representing somewhat

directionless randomness to partially overrule the Te field, rank better for 10-B (e.g.,

see bars 4c5 or 4c10 of the top row, right plot in Figure 4.5). In the experimental results

of 10-B, the gas finger moves towards the right boundary of the domain, indicating the

significant influence of the Te field in this experiment compared to 10-A where the gas

moves through the centre of the domain (see Figure 4.1). The probability of a random

Te field leading to a good match with that of experiment 10-B is extremely low. To

overcome this large uncertainty in the Te field in the models, the more flexible models

(with more randomness at lower c values) perform better. In an overall conclusion, the

Te field matters for all models investigated here.

For higher injection rates, Model 4 with different c values ranks the best for some

realizations and worst for others (e.g., the red-blue bars from the top plot in Figure 4.6).

This confirms that these models have gas finger patterns resembling the experimental
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respectively.
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images only when accompanied by “good”Te fields. With Te fields far away from that

of the experiment, these models perform the worst. Hence, the “very good”Model 4 is

highly sensitive to the Te field input.

Blurring the images (i.e. comparisons at larger scales) makes the ranking less strict.

Even weak models like 1 and 2 rank well for a higher percentage of times (see bottom

row plots in Figure 4.5) than they do for the non-blurred image comparison, i.e. using

the plain Jaccard coefficient. However, for a high injection rate, blurring cannot help

these models improve their ranking (bottom plot for Figure 4.6) because the models

are missing surrogate processes for viscosity, which is essential in this flow regime. The

extensions proposed in Models 3 and 4 in this regard perform well.

4.3.2 Detailed Discussion of the Model Selection Results

I further support the rankings observed in Section 4.3.1 with more visual evidence and

provide insights into the performance of the individual model (with its best Te field).

Comparing the images (both blurred and non-blurred) of experiment 100-A and 250-A

of Figure 4.3 to outputs from Model 1 and Model 2 (Figure 4.7), one can see that

they are incapable of producing branched gas-finger patterns resembling those from

experiments at higher injection rates. Even with a high blurring radius, Model 1

and Model 2 produce patterns very different from the experiments at 100ml/min or

250ml/min. This is simply because they are incapable of having high volumes of gas

in the domain, caused by their tendency to produce single thin fingers. I would refer

you to Appendix B for more visual evidence.

Model 3, which emerges as the best model for almost all the metrics and experiments

in Section 4.3.1, has more gas in the system (with many gas-occupied blocks in the

domain) (Row 3 and columns 2 and 3 of Figure 4.7). This is why it matches the higher

injection rate experimental images better than Models 1 and 2.

The experimental images for triplicate at any particular injection rate differ in structure.

Even with very high blurring, experimental images from 250-A (Figure 4.3) and from

250-C (Figure B.2) have different patterns. This difference is not observed in the

respective best-fitting outputs from Model 3 (see Figure 4.8 and Figure B.13). The
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experimental images (with highest Jaccard value) from experiment no. 10-A, 100-
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versions of experimental image 250-A.

gas finger patterns produced by Model 3 are hardly distinct from one another (see

Figure 4.8).

Model 4, due to the inherent randomness in the invasion decision, can have many

gas-occupied blocks within the domain (Row 4 and columns 2 and 3 of Figure 4.7),

facilitating a lateral spread of gas. However, unlike Model 3, it produces distinctive

patterns. For example, in Figure 4.8, the best-fitting Model 4 outputs to the various

blurred versions of the experimental image of 250-A are not all alike. Note that although

the patterns are distinct, they are not always completely similar to the experimental

image.

Therefore, I again recommend that Model 1 and Model 2 should not be used for transi-

tional or continuous gas flow regimes. Model 3 can be used for the transitional gas flow

regime (with single, slightly thick fingers). At higher flow rates with many-branched

fingers (continuous flow regime), Model 3 can be used at large scales (with blurring),

but with caution: Model 3 is not capable of differentiating between different gas clus-

ter shapes and structures. Thus, using Model 3 in the continuous regime will likely

misrepresent gas volumes, pathways, and gas-water contact with associated effects on

storage and mass transfer estimates. The close runner-up model (Model 4) is a suitable
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candidate for use in transitional and continuous flow regimes (identifying the different

shapes of gas clusters), but the underlying rules need to be modified to closely match

the gas flow processes involved at high injection rates, which is beyond the scope of the

presented thesis.

4.3.3 Importance of the Entry Threshold Fields

From the discussions in the sections above, it is clear that the underlying structure

of the Te field is an important input for these models. Recall that each of the best-

performing metrics in Figure 4.4 corresponds to a best-fitting Te field. Are there any

similarities in the structures of these otherwise random best-fitting Te fields for the

different models? I try to identify one path of least resistance through the Te fields

by running Model 1 on them. This means that Model 1 runs on the best Te field for

each model version evaluated using the maximum Jaccard coefficient. I choose Model

1 because, in it, all parameters except the Te field are assumed fixed. The overlay of

the so-obtained gas fingers on the experimental image shows that they partially cover

the actual paths of the gas finger (Figure 4.9). This answers the question pertaining to

the similarities in the underlying structure of the best-fitting Te fields.

Further, this observation (from Figure 4.9) provides strategies to handle the importance

of the Te fields in spite of its uncertainty for these models. The strategy of Trevisan

et al. [2017] was to run their IP model over multiple realisations of their Te field to

account for the uncertainty of the geological heterogeneity in their experimental setup.

This seems a viable approach in this regard. Additionally, my comparison metric can

be used to identify the “good performing”Te fields for each model type. One could

operate a (geostatistical) Bayesian inference to estimate (or conditionally simulate) the

Te fields, e.g., using Markov chain- Monte Carlo (MCMC) methods for random fields

[Xu et al., 2020], a parameter Ensemble Kalman filter (EnKf) (e.g., Kalman Ensemble

generator by [Nowak, 2009]) or transformed versions [Schöniger et al., 2012a].

4.3.4 Best-fitting Gas Saturation Values

Recall that the results presented in the table specified by Figure 4.4 used the best-fitting

gas saturation values (Sg) resulting from the time matching procedure per model and
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realization (of Te field). Now, I investigate these best-fitting Sg values from my proposed

range for each model per metric (Section 4.1). Remember that the experimental data

and model outputs are binary (gas-presence/gas-absence) images. The gas saturation

values are an overall value provided to the entire gas cluster, i.e. all gas blocks in the

binary image are replaced by the same gas saturation value. Varying the gas-saturation

value varies the Vmod in Equation 3.2, thus altering the corresponding time-matched

image from the model outputs. Thus, the value of the metric changes when I change

the gas-saturation value. In Table 4.2, I present the best-performing gas-saturation

values corresponding to the best metric values for the three experimental triplicates

(table specified by Figure 4.4).

While some of the gas-saturation values reported in Table 4.2 are comparable to those

found in the experimental data, some are infeasible. For example, a value of Sg = 0.02

(appears multiple times in Table 4.2) for the entire gas cluster is clearly too low.

I further investigate the distribution of the gas saturation (Sg) values per model (sub-)

version for all 500 Te field realizations. For that, I present a sample of nine scatter

plots for Sg (matched per Te field realization) versus the metric (Jaccard coefficient

and Diffused Jaccard coefficient (high)) for selected models (Model 1, Model 3 and

Model 4) and experiments 10-A, 100-A, and 250-A in Figure 4.10. I pick the sub-

versions of Models 3 and 4 with the best-performing parameter values: nb and c, for

the corresponding cases (see Table 4.1).

There is no clear optimal value of Sg, i.e. the values do not show a cluster of points

at an exceptionally high metric value for any particular Sg value (see Figs. 4.10a,

4.10b, 4.10c, 4.10f, 4.10g and 4.10h). It instead seems to be an individual choice of

these models per Te field. For example, in the case of non-blurred images (evaluation

using J), more strict models (Model 1 and 2) stick to specific Sg values (see Figure

4.10a). For blurred images of the same strict models, the spectrum of well-performing

Sg values increases, but it still does not tend to one optimal value (see Figure 4.10b).

The blurring of the images spatially diffuses the pixels, and the actual structure of the

gas finger becomes less relevant, which makes up for the conceptual weakness of Models

1 and 2, allowing them to cope with more varied Sg values. In other words, conceptually

strong models are more flexible in their choice of Sg values. This is further supported

by the observed spread of Sg values for Model 3 with nb = 8 (Figure 4.10c), which
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stands for Model 4 with c value 5.

produced a gas finger with a close resemblance to the original experimental image for

10-A (see Figure 4.3 and 4.7).

Despite the flexibility of choice of Sg values, conceptually strong models are expected

to favour a particular Sg value. For Model 3, which ranks best in most scenarios of

the table specified by Figure 4.4, the sub-version with nb = 50 does favour a single

Sg value (see Figs. 4.10d, 4.10e, and 4.10i). However, this optimal Sg value is not

always realistic. For example, the converged Sg value for Model 3 (nb = 50) is 0.12

for experiment 250-A (see Figure 4.10i). Van De Ven et al. [2020] reported typical Sg

values between 0.2 to 0.4 for the inner core and 0.03 to 0.2 for the outer shell of each gas

finger, for the high injection rate (100 ml/min, 250 ml/min and 498 ml/min) triplicate

experiments of Van De Ven and Mumford [2019]. Thus, the value of Sg = 0.12 for the

entire gas cluster is lower than that observed and reported in Van De Ven et al. [2020].

As earlier discussed in Section 4.3.2, Model 3 does not adequately predict the shape

and structure of the gas clusters consisting of multiple fingers. Thus, the favoured Sg
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value is merely the model’s best attempt to fit the corresponding data.

For the close runner-up Model 4 with c = 5, one does not observe any most favoured

optimal Sg value (see Figs. 4.10f, 4.10g, and 4.10h). Recall that this model version’s

performance is highly sensitive to the input of the entry threshold (Te).

Therefore, the models apparently use the Sg values to compensate either for their own

conceptual weakness or for “poor”Te field inputs. Thus, from Figure 4.10, I can conclude

that none of the models can predict the real physical Sg values and thus are not recom-

mended for Sg calibration. As a possible way out, one could develop data assimilation

or geostatistical inversion schemes for Te fields as already mentioned in Section 4.3.3.

Then, more plausible Sg values could be obtained as only the conceptual weakness of

models would remain as the major error source. Alternatively, model versions with

variable gas-saturated blocks [e.g., Ioannidis et al., 1996, Mumford et al., 2010, Koch

and Nowak, 2015, Molnar et al., 2019] are an optional extension of macroscopic-IP

models, which may be investigated for better calibration of Sg values.

4.4 Summary and Conclusions

I compared the performance of four macroscopic IP models against the data from nine

gas-injection in homogeneous water-saturated sand experiments, using time-matching

and (Diffused) Jaccard coefficient(s). These models are tested for transitional and

continuous gas-flow regimes for the first time. I identified the strengths and weaknesses

of these modelling strategies for simulating gas flow in water-saturated sand. Also, I

calibrated a few of these model parameters.

Summarizing the results, I conclude that Models 1 and 2 are unsuitable for use in

transitional and continuous gas flow regimes, even with high image blurring levels

(Section 4.3.1). In particular, these models are completely weak for experiments at

higher injection rates.

Models 3 and 4 perform better than Models 1 and 2 but do not accurately represent the

gas finger patterns observed in the experiments (Section 4.3.1 and 4.3.2). In previous

studies, IP-type models have been used extensively only in the capillary flow regime.

The results from the model comparison show that IP models at a macroscopic scale
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with variation as Model 3 can be used in transitional gas flow regime (single slightly

thick gas finger) but cannot appropriately predict the gas-finger patterns seen in the

experiments of the continuous gas flow regime (multiple fingers) (Section 4.3.2). Model

4 is a potential candidate for use in the transitional and continuous gas flow regimes,

provided its rules are modified to reproduce the gas-flow behaviour at high injection

rates (Section 4.3.2). The modification of Model 4’s underlying rules is beyond the

scope of the present study.

The blurring of images can be used as an efficient tool for reducing the detailed level

of information in the images, depending on the application and the scale of interest. It

is pointless to ask for a pixel-to-pixel match at and above the scale of the experiments

used in this study, given the strong dependence of gas flow on pore-scale aspects of

the porous medium (here: sand pack). This exercise can thus help use models like 3

or 4, which partially consider the viscous effects found at high gas injection rates for

such applications. With blurring, i.e. at large scales where individual structures of the

gas fingers are irrelevant, Models 3 and 4 may be used for continuous gas flow regimes

(Section 4.3.1 and 4.3.2).

The underlying structure of the Te fields is a critical input for the good performance

of these models (Section 4.3.3). Moreover, the best models (3 or 4) are also the most

sensitive to this input. The internal randomness of the invasion decision can partially

compensate for the high uncertainty in the structure of the Te fields (Section 4.3.1 and

4.3.2). Also, strategies like running multiple realizations of the Te field can help tackle

this uncertainty of the Te fields. Further research could be conducted to identify the un-

derlying structure of the Te fields, e.g., using geostatistical inversion methods. I do not

recommend these models for calibrating parameters like gas saturation (Section 4.3.4),

at least as long as there is a dominant uncertainty in Te fields.





5 Method of Forced Probabilities to

Compute Bayesian Model Evidence∗

In Chapter 1, I discussed the importance of Bayesian Model Selection (BMS) as a

tool for the inter-comparison of models in sparsely known uncertain systems. Also, in

Section 1.1.5, I highlighted the challenges in computing the Bayesian Model Evidence

(BME) for BMS. In addition to these challenges, for a model-data system involving

binary (yes/no) decision output (like in this thesis), the likelihood function becomes a

Dirac-delta function, thus leading to likelihood values of zero for practically all sampled

parameter values of the model. Thus, the BME value would tend to zero, and any model

would be rejected as infinitely poor. This becomes a problem, especially for long-time

sequences of repeated outputs. For example, in a lotto game, getting the first number

right is not that difficult, but getting the exact sequence of six numbers in a row right

is almost impossible.

For such model-data systems involving binary output, with highly discretized atomic-

event-type data and Markov chain models, I propose a method discussed in this chapter

to compute BME with a reasonably low computational effort. Observed states are

called atomic events if each individual possible outcome can be enumerated and they

are mutually exclusive and collectively exhaustive. Markov Chain models are stochastic

models that fulfil the Markov Chain property, i.e. the probability distribution of model

states in the next (time) step depends solely on the previous step, not on any prior

state to that. I call this method of BME computation theMethod of Forced Probabilities

(MFP) due to its core idea: instead of evaluating millions of forward runs that may

fit the data by random chance, the model is forced to follow the data during each

time step. One records the individual probabilities of the model performing these

exact transitions as if they were done without any constraints. Following a strict

∗This chapter contains text fragments and figures from my publication Banerjee et al. [2023].
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mathematical derivation, one computes BME as the product of these probabilities. By

exploiting the Markov Chain property of the model with this procedure, it is possible

to compute BME in previously nearly impossible cases without resorting to any kind

of approximations.

Model order reduction techniques offer an alternative approach for optimization, pa-

rameter sampling or Bayesian analysis of high-dimensional problems. Reduced-order

models are computationally cheap abstractions of the original, high-fidelity models

[Zhang et al., 2016]. Examples of such reduced-order modelling techniques include

but are not limited to, models obtained using projection-based model reduction meth-

ods (e.g., polynomial chaos expansion [Xiu and Karniadakis, 2002], proper orthogonal

decomposition [Willcox and Peraire, 2002]), response surface models (e.g., polynomi-

als, kriging, radial basis functions, artificial neural networks, etc.[Razavi et al., 2012])

and, lower-fidelity models (physically reliable simple abstractions of the system under

study [Razavi et al., 2012]). Although such reduced-order models assist in solving the

computing time problem, they are only approximate. In contrast, my method (MFP)

is exact. Also, my method tackles the challenge of evaluating BME rather than the

computational efficiency issue of complex high-fidelity models. Further, my method

can be used in combination with all reduced-order modelling approaches that maintain

the Markov property. Other options include an abstraction of summary statistics from

data (so-called approximate Bayesian computation [Beaumont, 2010]), manual-visible

techniques (like moments matching [Mumford et al., 2015]), or the use of plausible,

non-Bayesian metrics [Banerjee et al., 2021].

In the following section, I introduce the MFP approach for computing BME (Sec-

tion 5.1), and illustrate it on a didactic example (Section 5.2). In Section 5.3, I intro-

duce a test case for demonstration: I apply the method on Model 4 from Section 2.3.6.

The corresponding highly resolved data set is from an experiment with gas injection

into water-saturated, homogeneous sand at the rate of 0.1 ml/min (Experiment nr.

0.1-A of Section 2.2), and highlight the challenges in using this data set (Section 5.3.1).

I also design a synthetic data scenario for the proof-of-concept of the method (Sec-

tion 5.3.2) and list the implementation steps of the MFP for the case-study under

the different data scenarios (Section 5.4). Further, I add a list of general algorithmic

steps of MFP in Section 5.4.3. Section 5.5 discusses the results obtained from the syn-

thetic (Section 5.5.1) and real-data scenarios (Section 5.5.2). Finally, I summarize the

contributions of this study and draw conclusions in Section 5.5.3.
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5.1 Method of Forced Probabilities (MFP): Key Idea

For the purpose of this study, let us redefine Equation 2.13 as:

Ik =

∫∫
Uk

p (y0 | ωk,θk,Mk) · p (ωk,θk | Mk) dωk dθk. (5.1)

Here, the parameter space Uk is split into uncertain parameters θk and random events

ωk, p(y0 | ωk,θk,Mk) is the likelihood of the parameters (ωk and θk) of model Mk to

have generated the data set y0, and p(ωk,θk | Mk) is the prior probability density

of these parameters. Uncertain parameters θk comprise those parameters and inputs

of the model with unknown or non-measurable values. Random events within the

model ωk represent apparently stochastic system behaviour that cannot be explained

deterministically (but only distribution-wise) by the model’s equations, assumptions or

mechanisms (see also Section 2.3.6).

Using the law of total probability [Kolmogorov, 1950], the double integral of Equation

5.1 is split into an inner integral over random events and an outer integral over uncertain

parameters:

Ik =

∫ [∫
p (y0 | ωk,θk,Mk) · p (ωk | θk,Mk) dωk

]
· p (θk | Mk) dθk

=

∫
p (y0 | θk,Mk) · p (θk | Mk) dθk. (5.2)

The key idea of the Method of Forced Probabilities is to replace the inner integral (over

random events) with a single analytical solution and use an MC integration (Equation

2.14) only for solving the outer integral over uncertain parameters (θk), for models

obeying the Markov Chain property. This means that for random events ωk, as opposed

to simulating thousands of forward model runs and waiting for a random match with

the observed data, one instead records the individual probabilities p(ωk | θk,Mk) of

the model performing the exact transitions observed in the data at each time step.

Using the Markov chain property, the product of these probabilities corresponds to

p(y0 | θk,Mk) in Equation 5.2:
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p(y0 | θk,Mk) =
tmax−1∏
t=0

P (y0(t+ 1) | y0(t),θk,Mk) , (5.3)

where P (y0(t+ 1) | y0(t),θk,Mk) is the probability of transition in y0 (in accordance

with the data) from time step t to t+ 1, and tmax is the total number of time steps in

the experimental data. The idea is to plug this exact analytical solution into Equation

5.2 and use the MC method only for the uncertain parameters.

If numerical scaling becomes an issue for Equation 5.3, one can simply work in (nega-

tive) logarithmic scale:

− ln p(y0 | θk,Mk)

= −
tmax−1∑
t=0

lnP (y0(t+ 1) | y0(t),θk,Mk) . (5.4)

Further, even after using the logarithmic scale, numerical issues with the BME values

can arise during averaging (after exponentiating Equation 5.4) for the outer integral

of Equation 5.2 due to the scale and span of individual values. This is addressed by a

numerical trick that involves subtracting a common BME value at the logarithmic scale,

such that the exponent of Equation 5.4 (Equation 5.2) is closer to zero, see Appendix

C.2.

One may argue that the act of multiplying individual likelihoods in order of appearance

in a time sequence is close to the process done in data assimilation methods, where a

time-series of time slice-wise likelihoods and cumulative BME values can be spit out as

a simple by-product. This analogy is most apparent when comparing to particle-filter-

like schemes for data assimilation [Gustafsson, 2010]. Moreover, just like my BME

computation can be used for parameter selection / Bayesian update of parameters, this

could also offer the path to parameter estimation in data-assimilation mode. Some

data assimilation schemes perform a joint estimation of system states and uncertain

parameters, typically called augmented state vector approaches [e.g., Ramgraber et al.,

2019] or parameter-space schemes [e.g., Nowak, 2009, Schöniger et al., 2012b]. Without

going into further detail, this opens a future pathway to apply the MFP method in
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(real-time) data assimilation for either state forecasting, parameter updating, or both

at once.

5.2 Implementation Illustrated with a Didactic Example

As a toy model for illustrating the implementation of the method, let us consider a

simple Markov Chain with two output states (0 and 1) and a fixed (instead of uncertain)

parameter πk (e.g., a repeated coin flip experiment). Thus, the Bayesian integral in

Equation 5.1 simplifies to:

p (y0 | Mk)

=

∫
Uk

p(y0 | ωk,θk,Mk) · p(ωk | θk,Mk)dωk, (5.5)

i.e. θk is fixed, and the outer integral disappears. Note here that the integration

domain Uk only contains the random events. The transition probabilities of the model

are defined as:

Pk(b | a) =

πk if b ̸= a

1− πk if b = a
(5.6)

Here, b is an output state at a particular flip, and a is an output state in the previous

flip.

0 11−πk
πk

πk

1−πk

Figure 5.1: Transition graph of toy Markov chain model.

For a number of flips tmax = 3 (i.e., t = 0, 1, 2, 3), the possible predictions by the model

are shown in the probability tree diagram in Figure 5.2. Additionally, in this diagram,

let us fix the initial condition at t = 0 to y(0) = 0. Let us assume that the true

observation data sequence is 0110 (highlighted in red in Figure 5.2).
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0

0

0
0 00001−πk

1 0001πk1−πk

1
1 00111−πk

0 0010πk

πk
1−π

k

1

1
1 01111−πk

0 0110πk1−πk

0
0 01001−πk

1 0101πk

πk

π k

Figure 5.2: Probability tree diagram for the toy Markov chain model with tmax = 3. The true
sequence or observed series of outcomes is highlighted in red.

In such a simple tree structure with equiprobable branching (πk = 0.5), it is obvious

that the probability (BME) of observing the single true path with likelihood one is
1

number of paths
. Now imagine if the sequences’ length tmax increases (a deeper tree) or

the dimension of the state space is increased (more than two branches for each node),

the complexity of the probability tree diagram will increase exponentially (see Appendix

C.1 for more details). For example, for a binary tree with tmax = 100, one ends up

with 2100 different paths. This would further diminish the BME value and increase

the computational effort to completely sample all possible paths in direct MC-based

approaches based on the conventional Equation 2.14.

Most real-world applications involve a more complex structure, where the branches

are not equiprobable or complete enumeration is not possible anymore. In such cases,

an MC approach would be used to sample each random path in proportion to its

probability, requiring an even more significant number of samples to represent all paths,

including the ones with very low probability, statistically sufficiently well. Note that it is

not enough to “hit”the one path that coincides with the observation, but for an accurate

approximation of BME, one needs an accurate representation of low probabilities just

as well (zeros play an essential role in arithmetic averaging), see, e.g. Schöniger et al.

[2014].
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In contrast, the MFP simply calculates BME as the probability of mimicking the ob-

served state changes, i.e., a flip from 0 to 1 and then staying at 1 and finally flip again

to 0:

p(y0 | θk,Mk) = πk · (1− πk) · πk.

With πk = 0.5, this equals to the enumeration or MC solution of 1
8
. This means that

one only needs to calculate a finite product over a set of tmax (here: three) values.

Therefore, the method (MFP) scales linearly with tmax and does not exponentially

explode like full enumeration or MC methods.

5.3 Demonstration on a Real Case-Study

I demonstrate the applicability of MFP on a more complex model with Markov Chain

property: a version of the macroscopic Invasion percolation model (Model 4: Sec-

tion 2.3.6). Recall that Models 1, 2 and 3 are deterministic for any given value of θ

and a frozen set of random Pe values (see Equations 2.2 - 2.5). So, there would be

no random events ω within these models. That means computing BME would focus

only on the outer parameter-related integral of Equation 5.2. The inner integral would

degenerate to a simple yes or no problem. Without addressing measurement errors or

any other form of randomness between the model and data, the answer would be a

straightforward rejection with BME = 0. Thus, to include the macroscopic IP models

in the BME comparison using MFP, a modification of the model to include random

events ω is required. This is why I use Model 4 (Section 2.3.6) for this demonstration.

In this case-study, I compare Model 4 to experimental binary-image data from gas

injection in homogeneous, water-saturated sand at an injection rate of 0.1 ml/min, see

Section 2.2. The experimental data is a time-series of 2D binary images (around 10,000

images), obtained at the rate of 30 frames per second for a total of 330s [Van De Ven

and Mumford, 2019]. An ideal data set for MFP would be where each atomic step

(individual invasion events or re-invasion events for each block) is separately visible in

time. I pick this particular data set because of its high resolution in both space and

time. However, the data obtained is not free from some challenges that need to be

overcome to use MFP.
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5.3.1 Challenges in Using the Real Experimental Data

1. Firstly, non-atomic events are observed in the data set even at this high temporal

resolution. This means that, from the one-time step to the next step, multiple

atomic events (e.g. invasions, re-invasions) are found to occur so that their exact

sequence is not given uniquely.

2. Secondly, at some time steps, the experimental data shows re-invasion at a block

that is incompatible with the model’s deterministic re-invasion rule as specified

in Equation 2.8.

3. Thirdly, at some time steps, invasion of gas occurs at a block that does not

appear to be connected to the cluster containing the original gas injection block,

violating the assumptions behind Model 4 (see Section 2.3.4). This disconnection

could result from the data’s optical detection limits.

4. Fourthly, in some time steps, the number of gas pixels also decreases from the

previous time step. This violates the mass conservation principle that the model

(in the absence of a variable gas density) simplifies to a volume balance.

With the configuration of Model 4, using MFP would thus lead to zero probability

events because of the aforementioned observations (second to fourth) in the data set.

This would lead to, within the scope of the present work, meaningless BME compu-

tations. This is not an artefact of MFP but would also occur in all other methods to

compute BME. The MFP is able to map it to individual zero-probability events, while

other BME computation methods would merely return an overall zero value for the

entire inner integral of Equation 5.2.

5.3.2 Synthetic Data

For a test in the absence of all problems that real experimental data bring about, I

use synthetic model-generated data. By using synthetic data, I first test MFP under

ideal conditions. To that purpose, I run Model 4, with cell selection weighting factor

(Section 2.3.6): c = 15 on a particular invasion threshold field (Te,syn) with no re-

invasion events (i.e. the rule given by Equation 2.8 is removed) and use the results

instead of a real data set. Thus, my synthetic data set consists of a sequence of atomic
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events and no measurement errors. It is now guaranteed that the models can follow

the data with a non-zero probability. Figure 5.3(a) shows this synthetic truth.

Next, I introduce irregularities in this synthetic data set in a controlled manner. Thus,

as a next step, I add non-atomicity to the synthetic data set, which is also observed

in the real data set. To make non-atomic synthetic data, I regularly omit time steps,

such that Model 4 would need nev = 2, 3, 6 iterations to get from one state to the next.

This means I keep only every second, third, and sixth state from our atomic synthetic

data set.

5.4 Implementation on Model 4 for Synthetic and Real

Data

In this section, I discuss the setup and implementation of the MFP on Model 4 for

both the synthetic data set and the real experimental data set. First, I describe the

common implementation setup for both types of data sets. Then, in Section 5.4.1 and

Section 5.4.2, I will highlight the difference in scenario setups for the corresponding

data sets.

I choose three cell selection weighting factors (c) (Section 2.3.6) to correspond to one

rather random (c = 5), one more deterministic (c = 100) and one model version in

between (c = 15) of Model 4. This results in three model versions of Model 4 for this

study. The choice of these three different cell selection weighting factors can be thought

of as representative sand pack experiments with different force-dominated regimes:

viscous (c = 5) or capillary (c = 100) [Van De Ven and Mumford, 2019]. The invasion

threshold field makes up the uncertain parameters θk over which one has to marginalize

the inner integral (random gas-invasion decisions of Model 4) through the outer integral

of Equation 5.2 to obtain BME. In contrast to the didactic example of Section 5.2

(Figure 5.2), for Model 4, I consider at each “node”of the decision tree a random

decision of gas migration. These random decisions each have multiple, situation-specific

possibilities for invasion and re-invasion (illustrated in Figure 5.4) instead of binary

decisions.
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Figure 5.3: To visualize the different Model 4 versions and the synthetic scenarios (Sec-
tion 5.4.1): this figure shows a sample of 10 model runs for each combination
and compares them to the synthetic data set. More frequently invaded cells ap-
pear more opaque, and their colour shading indicates the relative time from the
first to the last invaded cell. From left to right c values are 5, 15, and 100.
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Figure 5.4: Schematic to visualize Model 4 (especially their difference to the didactic example
in Figure 5.2); The blue block marks the injection block. The red-filled blocks
mark the currently invaded blocks. In the next step, any block on the interface
(red-rimmed blocks) might be invaded, and any one of the red-filled blocks or
none might be re-invaded

Also, unlike the didactic example in Section 5.2, the probabilities for each forced time-

step in Model 4 will not be a constant πk, or 1− πk, but they will depend on multiple

factors, namely: (1) the cell selection weighting factor (c), (2) the invasion threshold

(Te) field that depends on the randomized Pe fields and, (3) the current shape of the

cluster of gas-invaded blocks at the current time-step. Recall, from Section 2.3.6, the

cumulative sum Te,cum (Equation 2.9) and its connection to the uniformly distributed

random variable R in Equation 2.10. The model chooses to invade the block with the

index i (of the ascending order structure) and not any other neighbouring block if and

only if Equation 2.10 is fulfilled for i and not for i− 1, i.e.,

Te,cum[i− 1] ≤ Rc ×
j=n∑
j=1

Te[j] < Te,cum[i] (5.7)

Rearranging the terms in the equation above gives us two bounds, and R must be

between

(
Te,cum[i− 1]∑j=n

j=1 Te[j]

) 1
c

≤ R <

(
Te,cum[i]∑j=n
j=1 Te[j]

) 1
c

. (5.8)
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The interval width between these bounds is the probability of this exact invasion at

the block i. Note here that, for the block with index i = 1, the lower bound remains

undefined by Equation 2.9 and is set to zero.

When investigating non-atomic steps in the data, one cannot simply evaluate the tran-

sition kernel of the model implied by Equation 5.8 but must think about a workaround.

One can view it like an excerpt of a complete probability tree diagram as shown in

Figure 5.2, where nev atomic events occur. The difficulty lies in not knowing the states

and their ordering in between. One knows the start and the end and can only guess the

sequence of atomic events that happened in between. This means that any permutation

of the events could be a suitable choice.

A reasonable treatment is to consider all the permutations, i.e. compute the BME over

all these possible permutations. Only permutations that do not lead to a path the

model can traverse by its underlying rules (see Section 2.3.6) and give, by definition, a

probability of zero can be excluded. Moreover, further, to not favour any specific one of

the remaining permutations, it is reasonable (and statistically correct) to average their

BME (see Figure 5.5). I call this workaround a mini-Monte Carlo (mini-MC) approach.

If one assumes that the number nev of the non-atomic events is bounded by a constant

m throughout the whole experiment, one increases computational effort by a factor of

m!, but the linear complexity of the method in tmax as mentioned in Section 5.2 remains

preserved. It is reasonable to assume m ≪ tmax, and thus an exhaustive search on only

a small scale is employed and does not affect the overall effort significantly.

5.4.1 Synthetic Scenarios

Here, I specify scenario setups to treat the synthetic data set from Section 5.3.2. Figure

5.3 visualizes the randomness of Model 4 with 10 model runs for each of the model

versions (c = 5 or 15 or 100). I split up my evaluations into three synthetic data

scenarios as follows.

Scenario 1: In this scenario, I plug in the true invasion threshold field from Sec-

tion 5.3.2 (i.e. the field Te,syn used to generate the synthetic data set) for all 3 model

versions (visualization in Figure 5.3 (b)) and evaluate BME with the MFP on the

atomic synthetic data and the non-atomic synthetic data (i.e, with 2, or 3, or 6− step
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Figure 5.5: Schematic for the workaround for non-atomic data steps. In the experiment path
y0,a, the step from a = 2 to a = 3 consists of 5 atomic events. Each blue path
corresponds to one out of n paths of atomic events leading to y0,3, with n being
the number of possible permutations of the order of the atomic events. (Here, in
the schematic it is n = 5! = 120)

jumps). This scenario represents gas-injection experiment repetitions in the same sand

pack without any disturbances to the setup (ideally).

Scenario 2: In this scenario, I draw an ensemble of 1000 invasion threshold fields by

adding small, random noise to the true invasion threshold field (Te,syn). Then, I plug

each of these fields into the 3 model versions (visualization in Figure 5.3 (c)) for both

the atomic and non-atomic synthetic data (with 2, or 3 − step jumps). This scenario

represents gas-injection experiment repetitions in the same sand pack with smoothed-

out local heterogeneities or disturbances, e.g. due to grain re-arrangement during the

injection of gas.

Scenario 3: This scenario involves an ensemble of 1000 independent random invasion

threshold fields, each of which is plugged into the 3 model versions (visualization in

Figure 5.3 (d)) for both the atomic and non-atomic synthetic data (with 2, or 3− step

jumps). This scenario represents gas-injection experiment repetitions, where the sand

is repacked after each experiment.
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5.4.2 Real Data Scenario

For the real data, I use the longest sub-sequence of the real-experimental data with

non-decreasing ninvasions ≥ nre−invasions number of invaded gas blocks (7 steps between

image number 239 and 246), which excludes the third and fourth problem in the data

mentioned in Section 5.3.1. Within that sub-sequence, the workarounds can be imple-

mented without computational difficulties.

When using the real data sequence, I use a setup similar to Scenario 3 of Section 5.4.1

with 7000 random invasion threshold fields. The difference is that I now use Model 4

with the ability for re-invasions (recall that Section 5.4.1 uses Model 4 without Equation

2.8) so that they can better resemble the real data set, which belongs to the discontinu-

ous gas flow regime (see Section 2.1). An immediate evaluation of these models leads to

BME=0 for almost all invasion threshold fields; because of its deterministic re-invasion

decision (rule specified in Equation 2.8), the model wants to re-invade a wrong block

and is punished with complete Bayesian rejection. Theoretically, the BME value of 0

is correct, but it has no practical significance.

The focus of this case-study is primarily method development and not model develop-

ment. Therefore, I probabilistically change the model. I assign a 90% probability to

the model’s decision to re-invade the block obtained from the rule specified in Equa-

tion 2.8 or not re-invade any block. The remaining probability of 10% is uniformly

distributed among the other blocks of the gas cluster for the re-invasion of water. That

means any block of the current gas cluster can be re-invaded with a probability of at

least 0.1
ngas,cluster

, see Figure 5.6. Note that ngas,cluster only accounts for the blocks in the

respective cluster. Also, I have to treat the injection cluster differently as it has one

less choice since the injection block cannot be re-invaded.

I also need to adjust the workaround for the non-atomic data (Figure 5.5) because I now

have a re-invasion rule in the models. To do that, I combine the different orderings

of re-invasions with the orderings of invasions from before and leave the rest of the

non-atomic modification unchanged. Note that an atomic time-step may also have

no re-invasion at all, since ninvasions ≥ nre−invasions. The total number of orderings is

then norderings = (ninvasions!)
2/(ninvasions − nre−invasions)!. For example, a combination of

non-atomic events with 5 invasions and 2 re-invasions leads to 2400 different orderings,
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Figure 5.6: Illustration of the modification to tackle the second challenge in data from Sec-
tion 5.3.1, where water re-invasion in gas-occupied blocks occur not according to
the model’s choice (guided by Equation 2.8): The blue block marks the injection
block. The red blocks are gas-occupied. In this example, the top gas cluster
has a probability of 0.1

ngas,top
= 0.1

5 and the injection cluster has a probability of
0.1

ngas,injection
= 0.1

6 , for a re-invasion of water in the respective cluster.

which happens to be the maximum number for the real-data sequence used in this

case-study.

5.4.3 List of Algorithmic Steps†

Before I discuss the results from my case-study, I summarize the general algorithmic

steps of the MFP. These steps are the same for all models obeying the Markov Chain

property combined with exact data (knowledge of each atomic event).

(1) List all possible events in the data, both reproducible and non-reproducible, by

the model. For example, in the case of the demonstration case-study, the non-

atomic events of the data fall under the model non-reproducible events category.

(2) State the formula for the probabilities of events being executed by the model.

These could be individual, fixed values, evaluations of a probability distribution

function or a combination of both. In this case-study, it is stated by Equation

5.8.

†The code implementation of the method of forced probabilities was done by my co-author Mr.
Peter Walter as part of his Bachelor thesis (BSc. SimTech) and Masters Project (MSc. SimTech
Projektarbeit) at the University of Stuttgart.
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(3) In the original model code, code a new update rule to force the next model state,

similar to a restart capability of a code.

(4) Propagate and accumulate probabilities through all time steps, i.e. a simple

multiplication. At this stage, a possible code break-off criterion can also be

included to identify and flag zero-probability events.

The implementation of the MFP code is mostly non-intrusive because no re-writing of

the code is necessary. However, step (3) requires good restart abilities of the model

code with forced model states per time step. Also, the simplest way to achieve step (2)

is to add a line to the original code that outputs the probability of the forced event.

5.5 Results and Conclusions from the Case-Study

Now, I discuss the results obtained from the case-study. Table 5.1 contains the BME

values on a negative logarithmic scale (the smaller these values are, the better the

model) obtained using MFP on Model 4 for both synthetic data as well as real data.

5.5.1 Results from Synthetic Data Scenarios

In both Scenarios 1 and 2, the model version with c = 15 has the best BME values (see

bold font in Synthetic Scenario 1 and 2 of Table 5.1). For Scenario 1, this is expected

because this model version and threshold field were used to generate the synthetic data.

For Scenario 2, the threshold fields were close to the synthetic data setup; therefore, the

correct model version still had the best BME value. Also, according to expectations, all

the model versions had significantly worse BME values for Scenario 3, where entirely

random entry threshold fields were used. However, the ranking also changed, and the

more random model version (c = 5) emerged as the best model in Scenario 3.

Why Does the Model Ranking Change for Scenario 3?

Let us first look at the two extreme model versions to understand why the ranking

changes. The model version with c = 100 is almost deterministic in its choice of a
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Table 5.1: Table containing the BME values obtained in the three synthetic scenarios and the
real scenario on a negative logarithm scale, the ensemble sizes nMC , number of
atomic events nev occurring within a non-atomic step and, computed Bayes factors
BF k2

k1
. Note, here the model versions (k1, k2), are denoted by their respective c

values. The best-performing model is highlighted with bold font − ln BME value.

Scenario nMC nev c = 5 c = 15 c = 100 BF 15
5

BF 5
100

BF 15
100

Synthetic

1 1

1 3034.6 2672.3 3063.3 2.6e157 3.0e12 6.1e169

2 3099.9 2741.0 3124.6 7.5e155 5.3e10 4.0e166

3 3169.8 2817.5 3202.3 9.7e152 1.3e14 1.3e167

6 3301.9 2961.8 3345.5 4.8e147 9.1e18 4.4e166

2 1000

1 3201.2 2931.1 3474.1 2.1e117 3.4e118 7.1e235

2 3246.7 2972.1 3496.0 1.7e119 2.0e108 3.4e227

3 3292.6 3013.2 3519.0 2.3e121 2.1e98 5.0e219

3 1000

1 5942.7 6647.7 8461.9 6.4e− 307 1.2e1094 8.0e787

2 5942.1 6644.5 8453.3 9.0e− 306 3.9e1090 3.5e785

3 5939.6 6638.3 8439.8 3.6e− 304 7.0e1085 2.5e782

Real 7000 3− 5 269.22 294.29 336.40 1.3e− 11 1.5e29 1.9e19

gas pathway, which is different for each invasion threshold field. This is why this

model version can get good BME values (small − lnBME) if and only if the invasion

threshold field closely matches the true field (Te,syn), which is highly unlikely when

one uses entirely random invasion threshold fields. If this is put colloquially, the few

good predictions of the c = 100 model version do not make up for the many bad ones.

The more random (c = 5) model version is not as deterministic in its choice of the gas

pathway as c = 100 is, and so, it is largely unimpaired by the choice of the invasion

threshold field. This is why the random model version (c = 5) achieves mediocre values

for any invasion threshold field. Thus, in the scenario where the invasion threshold field

is highly uncertain, it has an advantage that helps it emerge as the best model version

in Scenario 3. The model version with c = 15 is not identified as the best model when

uncertainty in the threshold field is increased. This indicates that the entry threshold

field is a highly sensitive and important parameter for Model 4 to function correctly.
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Effect of Non-Atomic Synthetic Data

The introduction of non-atomicity in the synthetic data does not change the ranking

of the models in any scenario (see, − lnBME values for nev values other than 1 for

Synthetic Scenarios (1, 2, and 3) in Table 5.1) but makes it slightly less decisive in

comparison to nev = 1 for all the synthetic scenarios of Table 5.1. This coincides with

the synthetic data set becoming, in a sense, weaker or less informative if parts of it are

unknown in ordering. This is visible in Table 5.1 as, despite the general rise of − ln

BME values with increasing nev, their differences become slightly smaller. Looking

at the Bayes factors between the competing models makes it easier to see this effect:

they generally decrease with increasing nev. There are only a few exceptions to this

observation. For example, the Bayes Factors BF 15
5
between the models in Scenario 2

increases with the increased non-atomicity in the synthetic data. However, looking at

the orders of magnitude of the values in comparison, it can be safely concluded that

this does not affect or change the level of decisiveness.

5.5.2 Results from Real Data Scenario

Initially, I evaluated the model versions on the complete real data set. This helped

gather information on the magnitude of the effect of the challenges in the real data for

implementation of MFP, as discussed in Section 5.3.1. It is noticed that non-atomic

events with a very high number of events nev are pretty common in the data set,

which leads to very high computation time for the mini-MC workaround explained in

Section 5.4, thus making a BME evaluation infeasible even with MFP.

The events of wrong block re-invasion (the second problem in data discussed in Sec-

tion 5.3.1) in the data set are plenty, but I am able to tackle them with the workaround

mentioned in Section 5.4.2. In the later time-steps of the data, block invasion in non-

gas injection clusters (third problem in data discussed in Section 5.3.1) or events with

decreasing numbers of invaded gas blocks (fourth problem in data discussed in Sec-

tion 5.3.1) are predominant. However, I have no fix to this problem in the real data

set.

Thus, I decide to look for a sub-sequence of time steps in the data that aligns with

the model’s assumptions and has a reasonably small number of non-atomic events (for
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reasonable computation time of mini-MC runs, see Figure 5.5). The resulting sequence

of time steps in the data is the one mentioned in Section 5.4.2. For that sequence,

− lnBME is between 269 and 360 for the probability of correctly predicting seven steps,

which is a small probability already. This is not a fault of the MFP but of the match

between the models used and their corresponding data set of this study.

Regarding the ranking of the model versions, one sees a similar pattern as in the

synthetic Scenario 3. The best model version is the one with c = 5, followed by

c = 15 and then c = 100 (see Row: Real from Table 5.1). The uncertainty in the

invasion threshold fields is handled better by a random (c=5) model than by the more

deterministic models. Therefore, more information about the invasion threshold fields

is necessary for these models to accurately predict the gas path under the experimental

data’s conditions and scale.

5.5.3 Conclusions

In conclusion, my method MFP makes it possible to calculate BME for Markov-Chain

type models and discrete atomic data in previously impossible cases. The method works

well, is mostly non-intrusive to the model and has a linear computational cost. Also,

my method enables a fully Bayesian assessment of a macroscopic IP model for the first

time.

In my case-study, the method was demonstrated only on a relatively small sequence

of real data. This is because the large distance between the model outputs and the

real data leads to many zero-probability events. So, for more conclusive results, better

models or more-informative data are required, i.e. data with no or few non-atomic

events and an improved Model 4.

When I use MFP to evaluate the BME for imperfect models or data or both, resulting

in practically futile BME values (BME = 0), I can adapt my approach and use MFP to

detect events leading to such values in the model and the data by flagging them. This

exercise helps determine the structural errors in the model or the mismatch between

the model concepts and the observations.

Summarizing the results from the implementation of MFP on Model 4 and gas-injection

experimental data, I can conclude that both the model and the experimental data have
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a scope for improvement. The rules in Model 4 could be updated by looking at specific

types of events, e.g. the ones that get the model rejected or result in poor performance

(like the deterministic re-invasion events in the current version). The experimental data

technique processing could be updated to have more discrete and atomic data steps.

However, experimental data or model improvement is beyond the scope of this study.
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Looking back at the introduction of my thesis, there are many challenges involved in

testing macroscopic IP models in the presence of data. I systematically contributed

towards overcoming these challenges using three research questions (RQs).

RQ1: “How to appropriately compare time-ignorant macroscopic IP models to time-

dependent experimental image data?”

Contribution 1: An appropriate method to compare time-ignorant macroscopic IP

models to the time-dependent experimental image data is: volume-based time matching

followed by computing the (Diffused) Jaccard coefficient to assess the quality of fit.

To treat the challenge of the time-ignorance of IP-type models in RQ1, I implemented

a volume-based time matching between experimental images and model output images.

Once the model outputs were aligned with respective experimental images on the time

axis, I computed the Jaccard coefficient to quantify the similarity between the exper-

imental and model images (answering the RQ1). Traditional comparison of images

based on perception is neither quantitative nor objective and can be extremely tedious.

In contrast, the Jaccard coefficient is both quantitative and objective, and its evalua-

tion can easily be automated. While the Jaccard coefficient quantifies a pixel-by-pixel

agreement between images and is close to a “measure of perception”, I introduced blur-

ring in the images to compute the Diffused Jaccard coefficient. This blurring of images

allows one to compare models and experiments across various levels of detail in the

data, thus allowing comparisons across multiple scales. When I compared the results

from my proposed method with that obtained using the traditional spatial-moments

comparison method, the latter turned out to be less intuitive and sometimes misleading.

The Diffused Jaccard coefficient can be seen as sliding between rigorous pixel-by-pixel

∗This chapter contains text fragments from my publications Banerjee et al. [2021], Banerjee et al.
[2023] and Banerjee et al..
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assessment to aggregated (blurred) assessment over space as done in spatial moments.

The advantage is that a single insightful number is available for ranking, and this slider

(over the blur radius) can be used for model investigation and improvement. The most

meaningful blur radius for a specific application has to be decided by the user so that

it reflects the intended purpose of identification, e.g. in an application of identifying

the radius of a gas contamination zone in the subsurface to protect the groundwater

table, a relatively high blur radius can be used. The method can be extended to any

application involving high-resolution model output and experimental data as raster im-

ages. Further, this metric can be used for model calibration (identification of best-fit

parameter values) and for comparison of alternative model types.

RQ2: “Using the comparison approach developed in research question 1 on the dif-

ferent macroscopic IP model versions, how to determine which model version is better

at describing which of these gas-flow regime experiments? Can specific deficits and

recommendations be derived?”

Contribution 2: The inter-comparison of competing macroscopic IP model versions

identifies “suitable”and “less adequate”models for the transitional and continuous gas-

flow regime experiments for the first time. This comparison process also highlights the

models’ strengths and weaknesses.

To answer RQ2, I compared four competing macroscopic IP model versions against

nine experiments belonging to the transitional and continuous gas flow regimes, using

the tool developed to answer RQ1. These models were tested for transitional and

continuous gas-flow regimes for the first time. To test the models with a different

detailed level of information in the data, I used three different blur-radii to compute

the Diffused Jaccard coefficient for assessing the model-data fit. On the one hand, I

could distinguish that certain versions of the macroscopic IP models are unsuitable for

use in transitional and continuous gas flow regimes, even with high levels of blurring

in images. On the other hand, I could identify macroscopic IP-model versions that

are suitable for the transitional gas flow regime and have the potential to be used in

continuous gas flow regime if further research towards refinement of their rules for gas-

invasion, water-re-invasion, finger branching and so on are done. For example, in their

present state, I recommend the use of macroscopic IP Models 3 (with > 1 block invaded

per step; Section 2.3.5) and 4 (with a stochastic modification of the gas-invasion rule;

Section 2.3.6) with high blurring (i.e. with large blur radius) for large-scale applications
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in the continuous gas flow regime, where the details of the gas-cluster structure are

insignificant. Besides, I identified that the structure of the Te field is a critical input

for the good performance of these models. Further, in the absence of a good fit of

the structure of Te field to the original experimental porous medium, the more flexible

models (e.g. Model 4 with low c values, see Section 4.3.1) fare well. I discovered that

these models are not fit for calibration of parameters like gas saturation as long as there

is a dominant uncertainty in the Te fields.

RQ3: “How can we efficiently compute Bayesian Model Evidence for extremely large

data sets like highly space-time resolved image data, knowing that all existing compu-

tational algorithms would be computationally infeasible? If yes, can we pinpoint very

detailed strengths and weaknesses of the models?”

Contribution 3: The method of forced probabilities (MFP) is an effective technique

to compute Bayesian model evidence for models following the Markov-chain property

and complete data.

There are challenges involved in computing Bayesian model evidence for IP-type models

with binary outputs and extensive space-time-resolved image data. This limits using

the Bayesian model selection framework for the inter-comparison of the different IP-

type model hypotheses if no - potentially misleading - approximation methods shall be

applied. Therefore, to answer RQ3, I developed the MFP to calculate BME for models

with Markov-Chain property (like IP-type models) and discrete detailed atomic data

in previously impossible cases. In this method, I replaced numerous forward runs

of the model (to compute BME using numerical methods) with a single analytical

equation developed, taking the Markov property into account. The method works well,

is primarily non-intrusive to the model and has a linear computational cost. Under

certain conditions, my method enabled a fully Bayesian assessment of an IP-type model

and an elaborate gas-injection experimental data set, which was impossible before. By

testing the MFP on an IP-type model, I confirmed some conclusions of my earlier

model inter-comparison study (answer to RQ2): e.g. the importance of Te fields on

an excellent performance of the models. Going beyond the findings from my model

selection study (answer to RQ2), using MFP, I detected and flagged events in the

model that caused a mismatch with the data. Information about such events is, in

general, helpful in determining the mismatch between model concepts and observations,
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which is essential to develop more accurate model formulations and experimental data-

processing techniques. MFP, in the current stage of development, is applicable for

models with Markov Chain property and complete noise-free observation data.

Through my thesis’ contributions, I enabled the testing of IP-type models in the pres-

ence of experimental data for gas flow in saturated porous media. I addressed the

uncertainty in modelling these systems by enabling a Bayesian assessment. In these

models, this allowed detection of the uncaptured or incorrectly captured gas flow pro-

cesses in the saturated subsurface, thus paving the way for future refinement of the

model rules and parameters.

To use these models in flow regimes, where viscous effects cannot be ignored, the model

rules must be redefined. A possible extension could be a mix of Model 3’s rule of in-

vading more blocks per step combined with a stochastic invasion rule similar to that

of Model 4. The rule for this extension would also need to be adapted to closely

mimic the gas flow behaviour in the continuous flow regime, e.g., with finger invasion

rules enabling the growth of multiple parallel thick fingers. For using the models in

capillary-dominated flow regimes, to accurately represent the water re-invasion pro-

cesses, a probabilistic re-invasion rule instead of a deterministic one is recommended.

Also, I recommend that the refinement of models be executed bearing not only the flow

regimes but also the scale and the purpose of application in mind.

Simultaneously, through my analyses, insights into experimental methods were also

obtained. For example, improved detection limits in experiments could prevent obser-

vations: (1) tunnelling of gas pixels into non-neighbours of the injection gas cluster

(2) the non-increasing gas pixels between images at successive time steps, in the data

(Chapter 5).

The results of my thesis and the obtained conclusions stimulate future areas of research:

• Efforts are needed towards reducing the uncertainty of the invasion threshold

(Te) fields used as input to the models. At the scale of the experiments used

in this thesis, it is impossible to determine the exact structure of the invasion

threshold field. One strategy for accounting for the uncertainty of the geological

heterogeneity in the experimental setup is to run the corresponding IP model over

multiple realisations of the Te field [Trevisan et al., 2017]. The other strategy is
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to investigate and identify the Te fields’ underlying structure, e.g., using geosta-

tistical inversion methods. The comparison metric (Diffused Jaccard coefficient)

can identify the “good performing”Te fields for each model type. One could then

operate a (geostatistical) Bayesian inference to estimate (or conditionally simu-

late) the Te fields, e.g., using Markov chain- Monte Carlo (MCMC) methods for

random fields [Xu et al., 2020], a parameter Ensemble Kalman filter (EnKf) (e.g.,

Kalman Ensemble generator by Nowak [2009]) or transformed versions [Schöniger

et al., 2012a].

• The MFP, in its current stage of development, requires that the data be noise-

free. A possible direction of research is modifying MFP to apply to noisy data

(e.g. with statistical assumptions on the distribution of black/white detection

errors). A straightforward idea would be to perturb the available data with

several realisations of randomly generated noise and then handle each realisation

with my method. However, this multiplies computational costs by a substantial

factor to host these repetitions.

• The tools I developed in my thesis are not limited to gas flow in water-saturated

porous media systems. The Diffused Jaccard metric can be extended to model

calibration and model comparisons for multiphase (other than gas-water) flow

regimes in porous media and, again, in any other discipline that works with

raster model output and data. The MFP can be applied to gas (fluid) migration

in fractured-porous media under the conditions of Markov-style model formula-

tion and complete observations (e.g. in thin slices or with high-resolution 3D

micro-tomography). It can also be applied to systems involving experiments

and models at the microscopic scale, where appropriate monitoring techniques

resolve individual pores [e.g., Gao et al., 2021]. Other than multiphase flow

applications, MFP can be used in applications such as counting processes (e.g.

as in traffic), discrete computerised systems (e.g. network traffic), probabilistic

Markov-style model-based river water quality monitoring [González-Nicolás et al.,

2021], tracer experiments / Lagrangian movement (e.g. fluorescent microparti-

cles to monitor turbulent flow [Adrian, 2005]), stochastic models for discrete,

dynamic systems and complete observation (e.g. chemical reaction modelling),

statistics-based data-driven soil-plant-atmosphere modelling [Gong et al., 2013]

and micro-seismic modelling [Shapiro, 2008] to name a few.
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Modelling a physical system is the art of mathematically formulating our understanding

of such systems. Comprehensive testing of a class of models against observations helps

confirm or dismiss our concepts and beliefs regarding the system’s behaviour. My thesis

is an effort to confirm, clarify, and update the concepts of gas flow behaviour in the

subsurface.



A Appendix to Chapter 2

Image-Data Processing

Here, I elaborate on details of the image processing technique for the experimental

data described in Section 2.2. The following details are adapted from Van De Ven and

Mumford [2019] and Van De Ven et al. [2020].

Each pixel of a grey-scale image obtained using the light transmission technique [Tidwell

and Glass, 1994], has an intensity value for the transmitted light. A group of pixels

is considered a block of a chosen discretization scale, and the mean of the intensities

of all the pixels contained within a block is assigned as intensity value per block. In

this way, the images are discretized as blocks of averaged intensity values. Thereafter,

either the gas saturation data or the optical density (OD) data for detecting the gas

presence is calculated as follows.

In this thesis, I have used the OD values to obtain gas presence/absence type image

data. To calculate the OD per block from the light intensity values of the block-

averaged greyscale image, Equation A.1 is used from Kechavarzi et al. [2000]:

OD = − log10

(
I

Isat

)
. (A.1)

A detection limit for OD is calculated based on the variance of a zone of the experiment

that is known to not contain any gas throughout the experiment. The blocks where the

OD values exceed the detection limit are considered gas-occupied at a certain saturation

value [Van De Ven and Mumford, 2019].

If one wants to convert the light intensity values from the grey-scale images to liquid

saturation data, a few methods are proposed by Niemet and Selker [2001]. I list method
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C from Niemet and Selker [2001] because its underlying assumptions fit the experimen-

tal conditions of this thesis. This method is proposed for homogeneous sands where

pores drain independently, randomly and completely. The water-solid contact angle

is assumed as zero degrees. Additionally, it is assumed that, after wetting, a film of

liquid remains on the surface of the solid grains. Hence, the available pore space is the

space in between the water films. Based on these assumptions, the effective saturation

Seff between complete and residual water-saturated images can be calculated using

Equation A.2:

Seff = 1−
ln
(

I
Is

)
ln
(

Ires
Isat

) , (A.2)

where I is the intensity of light transmitted through the medium per block, Isat and

Ires are the intensities of light transmitted through a completely water-saturated image

and an image with residual saturation of water, respectively [Niemet and Selker, 2001].

The gas saturation Sg can be evaluated from the effective saturation using Equation

A.3, where Sw is the actual water saturation and Sres is the residual water saturation

in the experiment. Measurement error for gas saturation is calculated based on the

variance of wetting saturation (Sw) in a zone of completely water-saturated pixels, i.e.

where the expected Sw = 1.

Sw = Seff (1− Sres) + Sres

Sg = 1− Sw

(A.3)



B Appendix to Chapter 4∗

I present more visual evidence from my analyses supporting the results and conclusions

from Sections 4.3.1 — 4.4. Figure B.1 contains the experimental images and their

blurred versions for experiments 10-B, 100-B and 250-B.

Figure B.2 contains the experimental images and their blurred versions for experiments

10-C, 100-C and 250-C.

This is followed by corresponding best-fitting model realizations obtained using the

maximum Jaccard coefficient for these experiments (Figures B.3 and B.4).

The best-fitting model realizations to the experimental triplicate at 10 ml/min, 100

ml/min, and 250 ml/min, obtained using the maximum Diffused Jaccard coefficient

(low) metric, are shown in Figures B.5 - B.7.

Figures B.8 - B.10 contain the best-fitting model realizations to the experimental tripli-

cate at 10 ml/min, 100 ml/min, and 250 ml/min, obtained using the maximum Diffused

Jaccard coefficient (med) metric.

The best-fitting model realizations to the experimental triplicate at 10 ml/min, 100

ml/min, and 250 ml/min, obtained using the maximum Diffused Jaccard coefficient

(high) metric, are shown in Figures B.11 - B.13.

∗This appendix contains figures from the Supporting Information to my publication Banerjee et al.
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Figure B.1: Final experimental image of the experiments 10-B, 100-B and 250-B. Row 2-4
contains the blurred version of the images of Row 1 for the three different blur-
radii.
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Figure B.2: Final experimental image of the experiments 10-C, 100-C and 250-C. Row 2-4
contains the blurred version of the images of Row 1 for the three different blur-
radii.
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Figure B.3: Model images for the different model versions with the best fit to non-blurred
experimental images (with highest Jaccard value) from experiment no. 10-B,
100-B and 250-B. Row 1, Row 2, Row 3 and Row 4 correspond to Model 1,
Model 2, Model 3 and Model 4, respectively.
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Figure B.4: Model images for the different model versions with the best fit to non-blurred
experimental images (with highest Jaccard value) from experiment no. 10-C,
100-C and 250-C. Row 1, Row 2, Row 3 and Row 4 correspond to Model 1,
Model 2, Model 3 and Model 4, respectively.
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Figure B.5: Model images for the different model versions with the best fit to blurred exper-
imental images (with highest Diffused Jaccard (low) value) from experiment no.
10-A, 100-A and 250-A. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.6: Model images for the different model versions with the best fit to blurred exper-
imental images (with highest Diffused Jaccard (low) value) from experiment no.
10-B, 100-B and 250-B. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.7: Model images for the different model versions with the best fit to blurred exper-
imental images (with highest Diffused Jaccard (low) value) from experiment no.
10-C, 100-C and 250-C. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.8: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (med) value) from experiment no.
10-A, 100-A and 250-A. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.9: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (med) value) from experiment no.
10-B, 100-B and 250-B. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.10: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (med) value) from experiment no.
10-C, 100-C and 250-C. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.11: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (high) value) from experiment no.
10-A, 100-A and 250-A. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.12: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (high) value) from experiment no.
10-B, 100-B and 250-B. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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Figure B.13: Model images for the different model versions with the best fit to blurred experi-
mental images (with highest Diffused Jaccard (high) value) from experiment no.
10-C, 100-C and 250-C. Row 1, Row 2, Row 3 and Row 4 correspond to Model
1, Model 2, Model 3 and Model 4, respectively.
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C.1 Monte Carlo Simulations Grow Exponentially in tmax

Let us prove here that the required size of MC simulations grows exponentially in tmax.

Based on the tree structure in the didactic example from Section 5.2, one can see that

there are N = 2tmax equiprobable branches. Therefore, the probability of the correct

branch (the one with non-zero likelihood) is exactly:

Ptrue =
1

N
=

1

2tmax
= 2−tmax = BME, (C.1)

which apparently is the situation-specific definition of BME. When approximating

BME via MC sampling with i = 1 . . . n independent random realizations, then each

realization i has a constant and independent probability of finding or not finding the

correct branch. This situation is described exactly by the Binomial distribution. The

Binomial distribution is a discrete probability distribution of the number of success

events k out of n independent trials:

P (X = k) =

(
n

k

)
pk (1− p)(n−k) (C.2)

where p is the probability of success, and 1 − p is the probability of not obtaining

success. Here, I define n as number of MC trials, X is the (random under repeti-

tion of the entire MC simulation) number of times the MC finds the correct branch

(i.e., the one with Likelihood = 1). For a given execution of MC with given n, one will

find k times the correct branch and n− k times any branch with Likelihood = 0.

∗This appendix contains text fragments from my publication Banerjee et al. [2023]
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Also, in the context of the example from Section 5.2, the probability parameter p of

the Binomial distribution is equal to BME = Ptrue. From the MC results, one would

estimate:

B̂MEMC =
k

n
= p̂ ≈ BME

Just for reassurance, the asymptotic MC result for BME at n → ∞ converges to the

exact solution:

E

[
X

n

]
=

1

n
E [X] = p = BME.

But can one estimate the MC error in this approximation, e.g., expressed as the coef-

ficient of variation (CV)? For the Binomial distribution, it is known that:

Variance of X: Var[X] = n · p · (1− p)

Mean of X: E[X] = n · p

As the conversion from k to the estimate of p is simply a division by n, applying the

rules of linearized uncertainty quantification one sees that:

Variance of
X

n
: Var

[
X

n

]
=

p · (1− p)

n

Mean of
X

n
: E

[
X

n

]
= p

Using this in the definition of the coefficient of variation:

CV of
X

n
=CV

[
B̂ME

]
=

√
Var

[
X
n

]
E
[
X
n

]
=

√
1− p√
n · √p
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For small values of p as in the given example with p = 2−tmax , one can replace 1−p ≈ 1,

and hence:

CV of
X

n
for small p: CV =

1√
n · √p

=
1

√
n ·

√
2−tmax

=
2

tmax
2√
n

.

Thus, the number of MC runs required for a desired accuracy (expressed as a desired

value of the CV) is:

nrequired =
2tmax

CV 2
desired

.

This shows that the number n of required MC samples increases, for a given precision

requirement, exponentially in tmax. The base 2 of the exponent originates from the tree

structure, where each node expands into two further branches. In real applications,

where the evolution of the model over time has more than two possibilities, the base

will simply increase, so the exponential growth will be even stronger.

C.2 Tackling Numerical Instabilities in Computation of

BME

Here, I provide details on the approach of handling numerical instabilities in the BME

computation when using MC integration (Eq. 2.14) for the uncertain parameters in

Eq. 5.2.

To avoid very small likelihoods (BME values from the perspective of random events ω)

turning into numerical zeros, I divide each sample likelihood by the maximum likelihood

encountered in the whole ensemble, max{p(y0 | θk,Mk)}, yielding values between 0 and

1. Then, Eq. 5.2 rewrites as:
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Ik = max{p(y0 | θk,Mk)}
∫

p (y0 | θk,Mk)

max{p(y0 | θk,Mk)}
· p (θk | Mk) dθk.

Taking the logarithm and applying the MC approximation of the integral yields:

ln Ik = lnmax{p(y0 | θk,Mk)} − lnN

+ ln
N∑
r=1

p (y0 | θk,r,Mk)

max{p(y0 | θk,Mk)}
.
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