Assignments first week time series

1.

The stochastic process {e;}(t = 1,2, - -) consists of independent random variables
g¢ ~ N(0,1). Compute the probability P(e; < 0Negpq > 1.96 Nepya < —1.96).

Write the joint density fe,c,., (€, €¢+1). Interpret your result.

Write the conditional density f., . |, (e1+1let)-

. Denote a realisation of the stochastic process {e;} as {x1,z2, -, z7}.

Write down the joint density function of the random vector ¢ = {e1, €9, -, e} evaluated
at {x1,z9, -, x7}.

Since the random vector ¢ = {e1, €9, -, e} is jointly normally distributed you can use
the multivariate normal density which is generally written as
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What is in our example n,z, u and Q ?
Is the process {e;} weakly stationary?
Is the process {&;} strictly stationary?

A new stochastic process {Y;} is generated as Y} = a+b- &
The joint distribution of ¥ = (Y7,Ys,-,Yy) is still the multivariate normal (see 4.)
What is g and 2 now?

{X:} denotes a stochastic process. We have E(X;) = E(X+1) =2
cov( Xy, Xiy1) = 2 and var(X;) = var(Xy) =1

wing 4= | 030

Z1 X
7 = =A.
= [Zz] [Xt+1}

compute E(Z) and cov(Z) = [

] we generate two new random variables Z1, Zy by

var (Z1) cov (Zy, Zs)
cov (Zv, Zz) var (Zs)



