
Financial Econometrics SS 2007

Questions for review and theoretical assignments

Lecture 25.4.2007

1. Cochrane Ch. 1: Read!

2. Show that the two period model where

max
{ξ}

u(ct, ct+1) = u(ct) + βE[u(ct+1)]

s.t. ct = et − ξpt

ct+1 = et+1 + ξxt+1 (xt+1 = pt+1 + dt+1)

and the multiperiod model where the investor maximises

Et

∞∑

j=0

βju(ct+j)

s.t. ct = et − ξpt

ct+1 = et+1 + ξdt+1

ct+2 = et+2 + ξdt+2

...

i.e. the investor can buy a dividend stream {dt+j} at price pt

yield the same basic pricing equation

pt = Et

(
β

u′(ct+1)

u′(ct)
xt+1

)

Cochrane (2005) p. 24 only sketches the derivation you need to fill the gaps!

3. Solve problem 1b in Cochrane (2005) p. 31!

4. Take the two period problem under uncertainty

u(ct, ct+1) = u(ct) + βE(u(ct+1))

assume u(ct) =
1

1 − γ
c
1−γ
t

In t + 1 the economy can take only three states. The ”recession” state occurs with
probability p1, the ”normal” state with probability p2 and the ”boom” state with

1



probability p3.
In the recession state ct+1 = c1 and the payoff of an asset is xt+1 = x1. In the normal
state we have ct+1 = c2 and xt+1 = x2 and in the boom state we have ct+1 = c3 and
xt+1 = x3.

Derive the fundamental pricing equation in this special case:

pt =
3∑

i=1

β

(
ci

ct

)−γ

xi · pi

5. Asset Pricing Playground (xls file)

State Probability Payoff xt+1
ct+1

ct

1 0.1 100 1.02
2 0.3 200 0.97
3 0.2 300 1.03
4 0.3 10 0.92
5 0.1 600 1.05

Assume the basic two period model and

u(c) =
1

1 − γ
c1−γ

and β = 0.95 and γ = 0.8

- Compute the value of the (shadow) risk free rate R
f
t+1

- Compute the expected payoff of the asset E(xt+1)

- Compute the price of the asset pt

- Compute the expected return of the asset E(Rt+1)

- Check your results with the help of the xls file.

- For what aspect of the investor’s behavior does β account for? Attach to β in your
xls file different values. How does the price change? Explain!

- Interpret γ! Attach to γ in your xls file different values. How does the price change?
Explain!

- What happens to the marginal rate of substitution in state 2 and the price if the
consumption growth in state 2 is reduced by 10 %? What happens with the price if
the probability in State 2 is increased by 10 % while the probability in the first state
is reduced by 10 %. Use the xls file and explain.
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6. From state preference theory follows that we can write in an intertemporal model
that assumes power utility

u(ct) =
1

1 − γ
c
1−γ
t

the price of an Arrow-Debreu asset as follows:

pi =
∑

i

πi × hungeri × xi

- What is an Arrow-Debreu asset?

- What is a state price and why is it also called state price density? What are its
determinants?

- What is hungeri? Explain why we call it ”hunger”.

- How does the price equation look like if the investor is risk neutral?
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Lecture 2.5.2007

1. What does the term stationarity state?

2. What determines the risk-adjustment in the price equation.

pt =
E(xt+1)

Rf
+ cov(mt+1, xt+1)

How does the equation look like if investors are risk neutral?

3. Explain why a negative excess return is not an anomaly of financial markets. Give
an example of a negative excess return.

4.
E(Ri) = Rf + βRi,m · λm

What is βRi,m? What is λm? Explain intuitively and by formulas. Which of the both
is asset specific? Under what economic circumstances is λm high?

5. What is a martingale process? Explain.

6. What is a mean square error? What is the intuition behind squaring the prediction
error?

7. Do prices follow martingales? What assumptions are necessary so that asset prices are
a martingale? How can the price process be transformed that it follows a martingale?

8. In the factor pricing model context what is meant by ”factor fishing”?

9. What sign do we expect for the slope coefficient b when we confront the capital asset
pricing model (CAPM) with the data?

10. Which variables can be taken as factors in the international CAPM?

11. Describe briefly the idea behind the method of moments.

12. The Law of Total Expectations (also referred to as Law of Iterated Expectations)
states that

a) E[E(X|Y )] = E(X)
and

b) E[E(X|Y, Z)] = E(X)


 Law of Total Expectations

and

c) E[E(X|Y, Z)|Z] = E(X|Z)
]
Law of Iterated Expectations

4



Show (derive) these results for X, Y, Z continuous random variables with joint density
fXY Z(x, y, z).
Hints:

fX|Y,Z(X|Y, Z) =
fXY Z(x, y, z)

fY Z

(conditional density of X|Y, Z)

E(X|Y, Z) =

∞∫

−∞

xfX|Y,Z(x|y, z)dx (conditional expectation)

E(g(X, Y )|X) =

∞∫

−∞

g(x, y) · fXY (x, y)

fX(x)
dy

13. Apply the law of total expectations to

pt = E(mt+1xt+1|It) payoffs

1 = E(mt+1Rt+1|It) returns

0 = E(mt+1R
e
t+1|It) excess returns .

14. Why is it necessary to perform an ”unconditioning” of the pricing equation
pt = Et(mt+1xt+1) when we want to estimate the unknown parameters by GMM ?

15. Why do we prefer to base the GMM estimation of the basic asset pricing equation
on 1 = Et(mt+1Rt+1) or 0 = Et(mt+1R

e
t+1) instead of pt = Et(mt+1xt+1)?

16. Reminder: Practice your GAUSS skills!!! Go through the Gauss Introduction slides
and repeat every practical exercise!
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Lecture 9.5.2007

1. In the linear regression model

yt = β1 + β2xt + εt

with Xt a scalar random variable we assume

E(εt) = 0

E(xtεt) = 0

Show that the moment estimator for β1 and β2 that results from these unconditional
moment restrictions is identical to the least squares estimator obtained by

argmin
{β̂1,β̂2}

∑T

t = 1(yt − β1 − β2xt)
2

2. What are the consequences for the OLS estimator β̂ if endogenous regressors are
included in the CLRM? How can instruments help you out of the problem?

3. What essential properties should a ’good’ instrument have?

4. The CAPM assumes mt+1 = a + b̃ Rm
t+1

Write for this case E

(
ut(b, X t)

)
= 0

What is b? What is X t? What is ut(b, X t)?
Derive a moment estimator for a and b̃. Use two asset returns Ra

t+1 and Rb
t+1 for

which we have
Et

(
(a + b̃ Rm

t+1) Ra
t+1

)
− 1 = 0

Et

(
(a + b̃ Rm

t+1) Rb
t+1

)
− 1 = 0

and proceed as described in the lecture to derive the moment estimator
Solution:

for convenience : Ra
t+1 = Ra, Rb

t+1 = Rb, Rm
t+1 = Rm NOTE: ET =

1

T

T∑

t=1

â =
ET (RmRb) − ET (RmRa)

ET (RmRb)ET (Ra) − ET (RmRa)ET (Rb)

ˆ̃
b =

ET (Ra) − ET (Rb)

ET (RmRb)ET (Ra) − ET (RmRa)ET (Rb)
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5. How many moment conditions are necessary to estimate K parameters: a) in an
exact identified case? b) in an overidentified case?

6. Why do you use a weighting matrix in the GMM objective function?

7. How does the weighting matrix of first stage GMM estimation look like?

8. In general, what restrictions are placed on the weighting matrix?

9. Why do we want efficient GMM estimators? How can we achieve a more efficient
GMM estimator? How is the GMM estimator distributed?

10. What is an optimal weighting matrix? Why is W = S−1 with S the variance-
covariance matrix of the GMM residuals a sensible choice for the weighting matrix?
Explain intuitively.

11. Write down the variance-covariance matrix of the GMM estimators if W is the opti-
mal weighting matrix, i.e. W = S−1.

12. In a correctly specified model, what would you require for the first and second moment
of the GMM residual ut?
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Lecture 16.5.2007

1. Explain the term ”consistent estimator”.

2. Explain the term ”asymptotically normally distributed estimator”.

3. Why are consistency and asymptotic normality desirable properties for an estimator?

4. For the GMM estimator b̂GMM resulting from

argmin
{b̂}

gT (b̂)′WgT (b̂)

We have b̂GMM −→
p

b and

√
T (b̂GMM − b) −→

d
N(0, ̂

Avar(b̂GMM))

Where
̂

Avar(b̂GMM) denotes the asymptotic variance covariance matrix.
In a finite sample we use the approximation

b̂GMM
a∼ N(b,

̂
Avar(b̂GMM)

T
)

to test hypotheses about b.

We have Avar(b̂GMM) = (d̂′Wd̂)−1d̂′WŜWd̂(d̂′Wd̂)−1.

To compute Avar(b̂GMM) you need to write

d̂ =
∂gT (b)

∂b
|b̂

gT (b) is a vector valued function, i.e. it returns, for a given parameter vector b =
(b1, b2, ..., bK)′, the vector of sample moments:




ET (u1
t (b))
...

ET (uN
t (b))


 =




1
T

∑T

t=1 u1
t (b)

...
1
T

∑T

t=1 uN
t (b)




then

∂gT (b)

∂b
=




∂ET (u1
t
(b))

∂b1
· · · ∂ET (u1

t
(b))

∂bK

...
. . .

...
∂ET (uN

t
(b))

∂b1
· · · ∂ET (uN

t
(b))

∂bK


 N × K
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Write ∂gT (b)
∂b

in detail for the GMM estimation framework of the consumption based
model where

mt+1 = β

(
ct+1

ct

)−γ

.

Use two moment restrictions for two asset returns Ra
t+1and Rb

t+1:

E(mt+1R
a
t+1 − 1) = 0

E(mt+1R
b
t+1 − 1) = 0

What is b?
What is ut(b)?
What is Et(ut(b)) and gT (b)?

What is ∂gT (b)
∂b

?

Write all in greatest detail!

You have succeeded in computing a consistent estimate of Avar(b̂GMM) for your
GMM application.

̂
Avar(b̂GMM) =

(
5 0.3

0.3 10

)

You have used T = 100 observations. Your GMM estimates are given by

β̂GMM = 0.8 γ̂GMM = 0.1

Compute an estimate of V ar(β̂GMM) and V ar(γ̂GMM).
Test the hypotheses

H0 : β = 1 H0 : γ = 0
versus versus

HA : β 6= 1 HA : γ 6= 0

using the t-statistics

t1 :
β̂GMM − 1√
V̂ ar(β̂GMM)

t2 :
γ̂GMM√

V̂ ar(γ̂GMM)

t1 and t2 are approximately N(0,1) under the respective Null-Hypothesis.

5. What is the asymptotic variance covariance matrix of the GMM estimator,
Avar(b̂GMM) = (d′Wd)−1d′WSWd(d′Wd)−1,
if the weighting matrix is the inverse of the variance covariance matrix of the pricing
errors, i.e. W = S−1
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6. Ten test assets are used to estimate the unknown parameters of the consumption
based model using GMM. How much weight is put on each test asset if an identity
matrix I is used as a weighting matrix W in the objective function.

7. Why would you like to use an optimal weighting matrix? In what terms is the
resulting estimator an efficient estimator?

8. Explain the iterated GMM procedure.

9. Three uncorrelated test assets are used to estimate the unknown parameters of the
consumption based model using two step GMM. Assume that in the second step the
variance of the pricing errors of the first test asset is higher than the variance of the
pricing errors of the second test asset. How are the pricing errors of the three test
assets weighted in the objective function?

10. Three test assets are used to estimate the unknown parameters of the consumption
based model using iterated GMM. Assume that the returns of two test assets are
highly correlated. How are the pricing errors of these two test assets weighted in the
GMM objective function?

11. If your model is correct, i.e. the expected pricing error is equal to zero, how should
the GMM estimator and its standard error change when you compare the first step
results with the iterated GMM results? How would the t- statistic of the estimator
change?

12. Discuss the drawbacks of using an optimal weighting matrix with respect to

- comparing models

- estimating the variance covariance matrix of the pricing errors in a finite sample.
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Lecture 22.5.2007

1. There are different measures to evaluate the performance of an asset pricing model.

- Using graphs that plot the predicted (excess) return against the observed (excess)
return. Describe how these plots look like and how they are produced.

- Using J- statistics. What is the null hypothesis of the J-statistic? Describe intuitively
the test construction.

2. Assume the p-value of a J-statistic of an estimated asset pricing model is 0.07. In-
terpret the result.

3. To estimate the unknown parameters of the consumption based model with GMM,
return of tests assets have to be defined. What is the motivation of using 10 NYSE
stock portfolios sorted by marked value (size). (Hint: See Cochrane 1996 JPE paper
p. 587)

4. How is the J-statistic computed when

a) the optimal weighting matrix, W = S−1,

b) a weighting matrix, W ,
is used.

5. Derive from the general asset pricing equation

pt = E(mt+1xt+1)

the specific return and excess return equations:

1 = E(mt+1Rt+1) returns

0 = E(mt+1R
e
t+1) excess returns .

6. Plot the consumption data and return series of the GAUSS exercise. Describe the
properties of these time series. Argue why the CBM is estimated with consumption
growth rate and not with the level of consumption.

7. Explain in your own words the meaning of the weak law of large numbers (WLLN)
and the central limit theorem (CLT).

8. One assumption in deriving the distribution of the GMM estimator is that the model
is correct. Explain how this assumption enters in the asymptotic result:

√
(T )gT (b̂) →

d
N(0, Avar(gT (b̂)))
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9. Why does the general form of the J-statistic uses a pseudo inverse of the estimated
Avar(gT (b̂))?

10. Explain what it means if a test ”overrejects”. Some researchers have shown that the
J-statistic overrejects. What are the consequences for testing asset pricing models?

11. How is the theorem from multivariate statistics (X − µ)′Σ−1(X − µ) ∼ χ2(N − K)
with X ∼ MV N(µ, Σ) used to construct the J-statistic. Explain.

12. Compare the Fama French model and the CBM. Discuss the drawbacks and the
advantages in both cases. Describe how the fundamental risk factor is constructed
to explain the data. How successful are these models empirically? Compare and
interpret the graphs that plot the predicted (excess) return against the observed
(excess) return. Compare and interpret J-statistics of the CBM and CAPM (see
script p.56 and p.58).

13. Interpret the CBM results of Cochrane 1996 JPE paper. (Detailed reference can be
found in the reference list downloadable on the course homepage).

- Interpret the statistical significance of the parameters. Show that you are able to
interpret t-tests and p-values!!

- Interpret the parameters economically. Interpret the high risk aversion parameters.
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Lecture 6.6.2007

1. What is the economic intuition behind including the habit level into the utility func-
tion? Explain in this context the terms absolute and relative wealth.

2. Explain the expression ”Keeping up with the Jonses”.

3. Explain the economic meaning of the parameters γ and φ in the utility function of
Garcia, Renault and Semenov (2003).

4. How can you test in the Garcia, Renault and Semenov (2003) model if habit matters?

5. How can you test in the Garcia, Renault and Semenov (2003) model if people use
power utility to maximize their intertemporal utility under their budget constraint.

6. The habit level is unobserved. How can this problem be solved?

- Describe a two step method that generates first a habit time series and then optimizes
the GMM objective function using the estimated habit time series.

- Describe an alternative approach when the habit process is estimated simultaneously
with the pricing errors applying the GMM.

Argue which approach would you prefer and why?

7. Compare the empirical performance of the habit model with the Fama French model
and the CAPM. Discuss and describe the economic theory underlying these models.

8. How is consumption in the Yogo (2006) paper disaggregated?

9. Explain the economic meaning of the parameters γ, β, ρ and σ in the utility function
of Yogo (2006).

10. Explain how the consumption based model (CBM) is nested in the Yogo (2006)
model. How are Yogo’s parameters γ and σ related in the CBM framework?

11. Discuss Yogo’s results on the script page 83. Discuss the economic plausibility of the
parameters and their statistical significance.

12. Describe the moment conditions that are used in Yogo (2006). From which investment
decision does he derive an additional moment condition?

13. When do pricing errors follow a martingale difference sequence?

14. How can time-t information in testing the implication of asset pricing theory. Ex-
plain in that context the term ”managed portfolios”. What are, generally spoken,
meaningful instruments?
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Lecture 13./27.6.2007

1. What are the dual purposes to use time t available variables in GMM based empirical
asset pricing?

2. Why is the use of ”managed portfolios” a sensible strategy to test the asset pricing
equation in its original form (i.e. the ”conditional implications” of the model)?

3. We use unconditional moment conditions to test the conditional implications of an
asset pricing model. What is the basic idea behind this (Hint: Think of the properties
of a martingale difference sequence)?

4. Show that from E(Yt | Xt) = 0 follows that E(YtXt) = 0.

5. The Hansen/Richard critique states that the conditional asset pricing equation is not
testable at all. Show how the use of instruments can alleviate the problem.

6. Show that accounting for time variable parameters in a linear factor model m = b′f

amounts to ”blowing up” the number of factors or ”scaling the factors”.

7. Consider a linear factor model with m = ã + bf̃ . Discuss alternative methods to test
the model based on excess returns as test assets.

8. Show the equivalence of E(mRe) = 0 and E(Re) = λ′β in the linear factor case with
K factors (i.e. m = ã + b′f̃ where f̃ is a K × 1 vector of factors).
What is β?
What is λ?
What is λ if f̃ is a vector of excess returns with p(f̃) = 0?

9. Using excess returns as test assets to test a linear factor model m = ã + b′f̃ entails
an identification problem. Why? Explain.

10. Try estimating and testing the CAPM using the excess return of the market as factor
and the excess returns of the ten deciles as test assets, i.e. m = a + bRew and the
standard GMM setting. Use the risk free rate proxy to compute the excess returns.
Interpret your results! You are in trouble. How could you resolve your problem. Try
your suggestion!

11. Why does the above problem not occur if you use returns instead of excess returns
as test assets?

12. Try estimating the CBM with m = β
(

ct+1

ct

)−γ

using the excess returns of the ten

size deciles. Again you have a problem. Discuss two solutions!
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13. Consider a time series regression test of a linear asset pricing model. Set up the
moment conditions implied by the orthogonality condition E(εi

t) = 0 and E(εi
tf̃t) = 0

where εi
t = Rei

t − βf̃t (as shown in the lecture) in the GMM toolbox. Use the excess
returns of the ten size deciles and the excess return of the market as f̃ . Conduct a
Wald test to test the joint significance of the intercepts α1, · · · , α10. Interpret your
results!
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Lecture 4.7.2007

1. Consider the expected return-beta representation E(Rei
t ) = β ′

i · λ + αi.

How can λ be interpreted economically?

Describe the estimation procedure of λ when f̃ in m = ã + bf̃ is a) in excess return
and b) something else. One model implication is that αi = 0. If you want to do
proper inference in a two step OLS approach, i.e. a proper test that αi = 0 ∀i,
what aspects need to be taken into account and what problems do you face? How
can you overcome the problems and how does the variance covariance matrix of α̂

look like?

Describe how you can estimate λ along with the β using a GMM approach. Write
down the moment conditions. Show how a GMM ”J-test-type” is constructed from
the variance covariance of α̂i = α̂i...α̂N , where α̂i = 1

T

∑
Rei

t − β̂λ̂.

2. Describe the Fama McBeth procedure and contrast it with the two step regression
approach. What is identical and what is different?

3. What are the general aims of Market Microstructure theory?

4. Explain the terms, bid/ask price, midquote and spread to an uninitiated person.

5. Name two time series features of the transaction price series.

6. As an liquidity supplier, how would you change your quoted prices (bid/ask) if you
want to reduce your inventory?

7. Why can a spread between the bid and ask price exist? Discuss the components of
the spread. What prevents the liquidity supplier to increase the spread in excess over
these costs?

8. Describe the timing process of quote setting and price formation in the Huang Stoll
model (1997).

9. Write down the base model of Huang Stoll (1997). Explain the meaning of the
structural parameters.
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Lecture 11.7.2007

1. Explain the δ-Method to a second year statistic student.

2. Solve the following assignemnet and check if you really understood the δ-Method:

Suppose you have obtained GMM estimates for b =

[
θ

φ

]
i.e. b̂ =

[
θ̂

φ̂

]
.

We have √
T (b̂ − b) −→

d
N(0, Σ)

where Σ is the asymptotic variance covariance matrix.

A consistent estimate of Σ, denoted Σ̂, is given by

Σ̂ =

(
2 0.2

0.2 3

)

The sample has T = 100 observations.

Provide estimates of V ar(θ̂) and V ar(φ̂) using this information. The GMM estimates
are θ̂ = 0.6 and φ̂ = 0.4

You are interested in testing whether

r =
φ

φ + θ
= 0.5

Construct a suitable test statistic. For this purpose compute an estimate of the vari-

ance of r̂ = φ̂

φ̂+θ̂
, V ar(r̂), by using the δ-method.

Hints:

a(b) =
φ

φ + θ
= r

r̂ = a(b̂) −→
p

a(b)

√
T (a(b̂) − a(b)) −→

d
N(0, A(b)ΣA(b)′)

where A(b) = ∂a(b)
∂b′

=
(

∂a(b)
∂φ

,
∂a(b)
∂θ

)
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The test statistic is

t =
r̂ − 0.5√
V̂ ar(r̂)

t is approximately N(0,1) under the Null Hypothesis that r = 0.5.

Hints: Application of the δ-method

V ar(θ̂) = 0.02

V ar(φ̂) = 0.03

r̂ = 0.4

A(b̂) = (−0.4, 0.6)

A(b̂)

(
1

100
Σ̂

)
A(b̂)′ = 0.0130

t = −0.8757

→ we can not reject the null hypothesis: r = 0.5

3. How can the parameters of the Huang Stoll (1997) base model be bestimated? Write
down the moment conditions for the GMM estimation. Describe how the model could
be estimated by OLS. What is the advantage of using GMM?

4. Referring to the results of the Huang Stoll’s (1997) base model, should market mak-
ers be worried about informed traders? How much of the spread is attributable to
adverse selection and inventory holding? (See script p. 176) Are the parameters esti-
mates economically plausible? Are the parameters estimates statistically significantly
different from zero?

5. Huang and Stoll (1997) cluster trades in trade size categories and estimate the base
model. How does this clustering affect the results? Compare the adverse selection
and inventory holding estimate across stocks. What do you observe? (See script p.
181)

6. Explain the Huang Stoll (1997) extended model that disentangles the adverse selec-
tion component and inventory holding component. Show how the following condi-
tional expectation, E(Qt−1|Qt−2) = (1 − 2π)Qt−2, can be derived.

7. How are the parameters of the Huang Stoll (1997) extended model estimated? Write
down the moment conditions for GMM estimation.
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8. Discuss the results of the Huang Stoll (1997) extended model (See script p. 186).
What parameters would be expected by economic theory? Discuss the parameter
estimates.

9. Huang Stoll (1997) bunch the trade data and estimate the extended model. How
does the bunching affect the results? Discuss the parameter estimates (See script p.
187).

19



Lecture 18.7.2007

1. Explain the aim and the procedure of an event study to an uninitiated person.

2. What is abnormal about an ”abnormal return”. Explain this term.

3. A abnormal return is defined as: ǫ∗it = Rit − E(Rit|Xt). Explain the compontents of
the equation.

4. What assumptions are made about the serial correlation and the cross sectional corre-
lation of (N×1) vector of asset returns in a classical event study. What distributional
assumptions are made about the asset returns?

5. Write down the market model that gives you the conditional expectation E(Rit|Xt).
What is Xt in the market model?

6. Reminder: X and Y are jointly normally distributed(
X

Y

)
∼ BV N(µX , µY , σ2

X , σ2
Y , ρXY ).

What is the relation of parameters and moments?
X ∼
Y ∼
X|(Y = y)
Y |(X = x)
E(X|Y = y) =
V ar(X|Y = y) =

7. Reminder: X, Y and Z are normally distributed.
W = a ∗ X + b ∗ Y + c ∗ Z ∼
How is W distributed?

8. You conduct an event study. You use the market model. What practical problems
could you face if you want to add more factors?

9. You conduct an event study. You use the market model. Write down the conditional
variance of the asset return. Would you prefer the correlation between the asset
return and the market return to be large or small? Argue why!

10. Explain briefly the time line of an event study. Explain how you choose the time
windows in an event study.

11. Describe step by step the steps that have to be undertaken to conduct an event study
after you have chosen the time windows.

12. What is the null hypothesis that is tested in an event study?
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13. Write down the properties (expectation, variance, distribution) of the abnormal re-
turns in the estimation period.

14. Write down the properties (expectation, variance, distribution) of the abnormal re-
turns in the event period for a) a one day event window, b) a multiple event window.

15. Write down the properties (expectation, variance, distribution) of the cumulative
abnormal returns in the event period.

16. Write down different test statistics that test the null hypothesis of 12). How are these
test statistics distributed?
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