#A © 1999 Nature America Inc. » http://neurosci.nature.com

#A © 1999 Nature America Inc. * http://neurosci.nature.com

news and views

the APP cytoplasmic tail then creates a
truncated APP product that is more sus-
ceptible to AB production. This results
in a vicious cycle of Ap production and
caspase activation. In a second potential
pathway, presenilin mutations initially
potentiate caspase activation, which
leads to caspase cleavage of the APP
cytoplasmic tail and increased Ap pro-
duction. Elevated levels of Ap then cause
more caspase activation, again resulting
in a vicious cycle of apoptosis and gen-
eration of Ap. Both of these pathways
link apoptosis and caspase activation
with increased production of Ap. Based
on earlier findings, increased release of
calcium into the cytosol (calcium
dyshomeostasis) could be central to
these pathways, as elevated levels of
intracellular calcium have been linked to
both increased production of A and
apoptosis®.

Although the results of Gervais et al.*
are certainly provocative, they are not
completely consistent with some earlier
findings regarding APP processing and
AP generation. Gervais, Nicholson and
colleagues report that the FAD Swedish
mutation in APP creates a more favor-
able recognition site for caspase 6 at the
N-terminus of Ap, perhaps explaining
how this mutation leads to increased
production of AB. Citron and col-
leagues!* have previously shown that -
secretase cleaves just before the first
residue (aspartate) of Ap in APP har-
boring the Swedish mutation. However,
caspase 6 cleaves just after the aspartate
(see B-secretase site with Swedish muta-
tion in Fig. 1). Additionally, it is not
immediately clear how caspase 6 would
gain access to the -secretase site, which
resides in either extracellular or luminal
compartments, not in the cytosol.

Another problem relates to the obser-
vation“ that AP generation is facilitated
when most of the cytoplasmic tail of APP
is removed by caspase 3 cleavage. In stark
contrast to this finding, earlier studies!®
have shown that truncation of the APP
C-terminus actually attenuates Ap pro-
duction, suggesting that A production
is facilitated by the endocytic pathway.
The cleavage of the APP cytoplasmic tail
by caspase 3 would remove the clathrin-
mediated internalization signals that
reside in the C-terminus of APP. Thus,
based on these earlier studies, one would
have predicted that caspase 3 cleavage
would reduce, not increase, Ap produc-
tion by abolishing its internalization by
clathrin-coated vesicles.

In Alzheimer’s disease research, as in
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any active area, new and exciting findings
are often shadowed by controversy. If
subsequent studies ultimately confirm
the provocative new data presented by
Nicholson and colleagues, caspases will
move one step closer to the center of the
neuropathogenic cascade in Alzheimer’s
disease (Fig. 1). Many would argue that
there is insufficient evidence that apop-
tosis is the main cause of neuron death
associated with Alzheimer’s disease.
However, even under the assumption
that apoptosis is only a minor cause of
neuron death, if the small subset of neu-
rons that die by caspases also overpro-
duce AB in the process, the direct effects
of apoptotic neuron death on cognition
may pale in comparison to the effects of
increasing Ap production. The resulting
B-amyloid deposits, together with the
degenerating neurons themselves, could
trigger inflammatory responses poten-
tially capable of killing far more neurons
than the original apoptotic events that
initiated the process.

In the event that aberrant caspase
activation is confirmed as an early ini-
tiator of the Alzheimer’s disease neu-
ropathogenic cascade, the decision to
devise therapies based on caspase
inhibitors must be considered very care-
fully. Outside the CNS, caspases are
indispensable in eliminating tumorigenic
as well as senescent cells. Thus, potential
side effects of caspase-targeted drugs
could involve carcinogenesis and/or invo-
lutional organ failure. Moreover, if
Nicholson and colleagues are correct that

neurons harboring activated caspases
become factories for Ap production, it
may be worthwhile to consider thera-
peutic strategies for prodding these cells
into a quick and efficient exit as opposed
to sustaining their survival with caspase
inhibitors.

1. Selkoe, D. J. J. Biol. Chem. 271, 18295-18298
(1996).

2. Tanzi, R. E. in Scientific American: Molecular
Neurology (ed. Martin, J. B.) 55-75 (Scientific
American, New York, 1998).

3. Cotman, C. W. & Anderson, A. J. Mol.
Neurobiol. 10, 19-27 (1995).

4. Gervais, F. G. etal. Cell 97, 395-406 (1999).

5. Jacobson, M. D., Weil, M. & Raff, M. C. Cell
88, 347-354 (1997).

6. Kim, T.-W. Pettingell, W. H., Jung, Y. K.,
Kovacs, D. M. & Tanzi, R. E. Science, 277,
373-376 (1997).

7. Loetscher, H. et al. J. Biol. Chem. 272,
20655-20659 (1997).

8. Weidemann, A. et al. J. Biol. Chem. 274,
5823-5829 (1999).

9. Wolozin, B. et al. Science 274, 1710-1713
(1996).

10. Keller, J. et al. J. Neurosci. 18, 4439-4450
(1998).

11. Kovacs, D. M., Mancini, R., Na, S., Kim, T.-W.
& Tanzi, R. E. in Alzheimer’s Disease and
Related Disorders (eds. Igbal, K., Swaab, D. F.,
Winblad, B. & Wisniewski, H. M.) 607-612
(Wiley, West Sussex, 1999).

12. Loo, D. T. et al. Proc. Natl. Acad. Sci. USA 90,
7951-7955 (1993).

13. Querforth, H. W. & Selkoe, D. J. Biochemistry
33, 4550-4561 (1994).

14. Citron, M. et al. Neuron 17, 171-179 (1996).

15. Koo, E. & Squazzo, S. L. J. Biol. Chem. 269,
17386-17389 (1994).

Do animals see what we see?

lzumi Ohzawa

Do animals experience visual illusions? Nieder and Wagner
show that owls perceive, and their neurons respond to,
illusory contours that are not physically present.

Other animals’ eyes are different from
ours, and there are also large variations in
the structures in their brains that inter-
pret incoming visual information. When
we observe these animals, we often won-
der how they perceive the world. Are they
seeing their surroundings the same way
we do? We know that some animals have

Izumi Ohzawa is at the University of California,
School of Optometry, 360 Minor Hall, Berkeley,
California 94720-2020, USA.

email: izumi@pinoko.berkeley.edu

poor color vision, and others have visual
acuities poorer or in rare cases better than
ours®2. Are these qualitative differences
the extent of our differences in visual per-
ception?

Visual illusions present a great oppor-
tunity to address the question of percep-
tion at a higher level. This is because
illusions are misinterpretations made by
the brain. Therefore, by studying the con-
ditions in which illusions are observed, we
can examine decision-making processes
within the brain. Do animals also see illu-
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sions? If so, then their brains make the
same ‘errors’ as ours, implying that the
strategies and assumptions of analysis
used by the visual system are similar
across species. In this issue of Nature Neu-
roscience, Nieder and Wagner3 show not
only that barn owls perceive an illusion in
the same way that we do, but also that
neurons in a visual area respond to an
illusory line as if it were a real line with
physical boundaries. In this remarkable
combined behavioral and physiological
study, the authors used a type of visual
illusion called illusory contours.

An illusory contour, also called a sub-
jective contour, is an apparent visual
boundary that we see without a corre-
sponding physical border in the stimuli.
For example, a Kanisza triangle* (Fig. 1a)
leads us to perceive a distinct triangle that
is implicitly defined by a stimulus that is
confined to the three corners. Somehow,
the visual system appears to fill in the
sides of the triangle where there are no
physical lines. A second example (Fig. 1b)
illustrates an illusory contour defined by
interleaved line endings. In both cases,
most of us see clear contours even though
there are no corresponding physical lines
in the stimuli. Our (and presumably any
animal’s) ability to perceive illusory con-
tours may have evolved to resolve ambi-
guities occurring in natural environments,
such as complex occlusion relationships
among objects. For example, the most
natural interpretation of Fig. 1a is a tri-
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Fig. 1. lllusory contour stimuli. (a) Kanisza
triangle*. A triangular shape is perceived even
though only the three corners are physically
present. (b) lllusory contour defined by inter-
leaved line endings. A contour that connects
the end points of the lines is perceived with-
out a physical border.

angle occluding three circles.

Nieder and Wagner first tested the
owls’ perception of illusory contours using
behavioral techniques. This is not easy, as
step-by-step training is required to famil-
iarize animals with the required tasks.
First, the owls had to learn to discriminate
a triangle or square outlined in white on
a black background. In this initial stage,
the birds had to ignore overlaid white
stripes that would later define a illusory
contour. Once they learned to discrimi-
nate the shapes reliably, the outlines were
removed, and the triangle and square
shapes were defined instead by offsetting
the white stripes within the shape (as in
Fig. 1b). The owls were almost equally
good at discriminating these shapes
whether they were defined by real or illu-
sory contours. The animals spontaneous-
ly generalized the discrimination of real
contours to illusory contours without
additional training, as they were rewarded
randomly on illusory contour trials.

The authors then recorded responses
from neurons in the visual Wulst in two
other awake, behaving owls. The Wulst is
a laminar structure similar to the cerebral
cortex of mammals, but it lacks the con-
voluted sulci and gyri of mammalian cor-
tex. The area of the visual Wulst that
Neider and Wagner studied receives direct
input from the thalamus and is roughly
equivalent to the primary visual cortex of
mammals®. lllusory contour stimuli (Fig.
1b) and real lines elicited very similar
responses when they were swept across a
neuron’s receptive field, although the
responses were somewhat weaker for the
illusory contour stimuli. Neurons
appeared to respond to comparable ori-
entations for real lines and illusory con-
tour stimuli, although this was not
investigated systematically. These results
show that highly complex visual process-
ing has already occurred early in the visu-
al pathway, possibly only two synapses
away from the retinal ganglion cells.

Nieder and Wagner are not the first to
demonstrate neural responses to illusory
contour stimuli in animals. Von der Heydt
and Peterhans have shown in area V2 of
the awake monkey that the same type of
illusory contour stimuli evokes robust
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responses®. Considering how similarly the
brains of humans and macagque monkeys
are organized, this is probably not sur-
prising. Do illusory contour responses
require an awake, behaving animal?
Apparently not. In anesthetized paralyzed
cats, clear illusory contour responses from
V1 neurons have also been recorded with
similar illusory contour stimuli’. In addi-
tion, a sinusoidal grating version of the
stimulus in Fig. 1b was used to demon-
strate illusory contour responses in area
V1 of anesthetized monkeys (ref. 8).
Because the detection of illusory contours
occurs at an early stage in visual process-
ing and without wakefulness, probably it
is quite automatic and does not require
top-down mechanisms. Illusory contour
perception has also been shown behav-
iorally in the cat®, using a square version
of the Kanisza triangle (Fig. 1a) that
underwent apparent motion.

What underlying mechanisms enable
neurons to detect illusory contours? We
do not yet know, although elaborate mod-
els have been proposed. Von der Heydt©
postulates that neurons that respond to
illusory contours do so by combining the
outputs of multiple end-stopped neurons.
End-stopped neurons are thought to have
an additional inhibitory zone at one end
of the excitatory zone for a line stimulus,
so that they respond well to a terminated
line but not to an extended line. A neu-
ron might detect illusory contours by col-
lecting information from multiple
end-stopped cells (or ‘line-ending detec-
tors”) whose receptive field positions and
spatial alignment are matched to a stim-
ulus such as Fig. 1b. Note that in von der
Heydt’s model®?, the mechanism that
responds to illusory contours does not
respond to real contours, or vice versa,
because the optimal real line orientations
for the two mechanisms are orthogonal to
each other (as illustrated in Fig. 1b).
Therefore, it seems that a neuron that
responds to both illusory and real con-
tours must combine the output of two
separate detection mechanisms.

Interestingly, this hybrid structure that
combines signals from illusory and real
contour processing pathways is very sim-
ilar to that proposed for the processing of
second-order stimulil. A second-order
stimulus is a type of texture-defined pat-
tern in which local differences in texture
define a border, even though there is no
difference in the average luminance
(brightness) across this border. As with
illusory contours, neurons that respond
to second-order stimuli also seem to
respond to first-order borders defined by
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luminance differences, thereby requiring
a hybrid organization. Indeed, illusory
contours (Fig. 1b) may be considered a
type of second-order stimulus, in the
sense that there is no difference in lumi-
nance across the perceived boundary.
Thus, there may be more than a superfi-
cial similarity between illusory contour
neurons and those responsive to second-
order motion stimuli.

How do neuronal responses to illusory
contours differ from those to real con-
tours? Previous studies have primarily
emphasized response similarities. For
example, neurons in monkey V2 show
quite similar orientation tuning to both
illusory and real contours?®. This proper-
ty, known as cue invariance!?, fits the
notion that a border is a border regardless
of what cues define it. However, the
responses may not be identical in every
respect. For example, neural responses to
second-order motion stimuli in cat area
18 have a much longer delay than those
elicited by real contour stimuli®3, perhaps
reflecting the greater complexity of the
calculations required to detect them. We
might therefore anticipate that responses
to illusory contour stimuli would also
have a long temporal delay. There is a
striking psychophysical demonstration
suggesting that this may be the case. When
a Kanisza triangle stimulus (Fig. 1a) is
rotated using apparent motion, the per-
ceived motions of the inducing ‘Pac-man’
shapes and the illusory triangles separate

and may even appear to rotate in oppo-
site directions (Y. Kamitani, Invest. Oph-
thalmol. Vis. Sci. suppl., 37, S955, 1996).
The most parsimonious explanation of
such a separation of perceived motion is
that the illusory contour pathway has a
much slower temporal response than the
real contour pathway. This psychophysi-
cal demonstration suggests that illusory
and real contours may have distinct rep-
resentations that can be manipulated
independently to reveal possible differ-
ences by studying temporal aspects of
their processing.

Just as temporal response properties
have been important in both psychophys-
ical understanding of illusory contours
and elucidation of the neuronal respons-
es to second-order stimuli, the timing of
illusory contour responses may provide
key information about the organization
of illusory contour neurons. For example,
such studies may answer the criticism that
illusory contour responses could be a triv-
ial result of spatiotemporal summation of
stimuli by linear receptive fields. This crit-
icism is based on a computational study*
suggesting that illusory contour patterns
can stimulate neurons through the stan-
dard receptive field of typical V1 neurons,
requiring nothing more than a simple
summation mechanism that is already
present in these neurons. Such a model is
distinctly different from the structurally
complex model proposed by von der
Heydt and others. If the trivial model is

The origin of confabulations

Tim Shallice

Schnider and Ptak suggest that confabulation in amnesic
patients results from their failure to suppress currently

irrelevant information.

Episodic memory is the system that we
use to retain specific autobiographical
memories from our own past. It is clear
from the study of neurological patients
that episodic memory is distinct from
semantic memory, which we use to store
knowledge. In organic amnesia, which
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can arise from a variety of different dis-
eases, patients can lose access to the
details of virtually all incidents in their
lives except for those occurring in the last
few seconds. Yet their general knowledge
and knowledge of the significance of
objects and of word meanings can be
preserved, even though they fail to
remember the details of any specific inci-
dents from the period when the infor-
mation was acquired.

Organic amnesia results from the loss
of the episodic memory trace or—on

correct, the temporal properties of real
and illusory contours should be identical.
On the other hand, if responses to illuso-
ry contours are much slower than those
evoked by real contours, then a complex
higher-order model like the one proposed
by von der Heydt and colleagues is more
likely to be correct.

1. Walls, G. L. The Vertebrate Eye and its Adaptive
Radiation (Cranbrook Institute of Science,
Bloomfield Hills, Michigan, 1942).

2. Jacobs, G. H. Comparative Color Vision
(Academic, New York, 1981).

3. Nieder, A. & Wagner, H. Nat. Neurosci. 2,
660-663 (1999).

4. Kanisza, G. Organization in Vision: Essays on
Gestalt Perception (Praeger, New York, 1979).

5. Pettigrew, J. D. Proc. R. Soc. Lond. B 204,
435-454 (1979).

6. von der Heydt, R. & Peterhans, E. J. Neurosci.
9,1731-1748 (1989).

7. Redies, C., Crook, J. M. & Creutzfeldt, O. D.
Exp. Brain Res. 61, 469-481 (1986).

8. Grosof, D. H., Shapley, R. M. & Hawken, M. J.
Nature 365, 550-552 (1993).

9. Bravo, M., Blake, R. & Morrison, S. Vision Res.
28, 861-865 (1988).

10. von der Heydt, R. in The Cognitive
Neurosciences (ed. Gazzaniga, M. S.) 365-382
(MIT Press, Cambridge, Massachusetts, 1995).

11. Zhou, Y. X. & Baker, C. L. Jr. J. Neurophysiol.
72,2134-2150 (1994).

12. Albright, T. D. Science 255, 1141-1143 (1992).

13. Mareschal, I. & Baker, C. L. Jr. J. Neurophysiol.
80, 2811-2823 (1998).

14. Skottun, B. Exp. Brain Res. 100, 360-364
(1994).

some accounts—of the indices for those
memories; it is often associated with
damage to the hippocampus. There is,
however, another class of episodic mem-
ory deficit, namely the confabulatory dis-
orders, which are much less well
understood than organic amnesia. Con-
fabulations can occur in patients with a
number of etiologies, but they are most
closely associated with the effects of
aneurysms of the anterior communicat-
ing artery. If the aneurysm ruptures, it
can cause lesions of the ventromedial
frontal lobes and the basal forebrain.
How such lesions could lead to confab-
ulations has been unclear. On page 677
of this issue, however, Schnider and Ptak
present striking new evidence that such
patients are unable to suppress associa-
tions that are irrelevant to the current
memory task, but are simply brought to
mind by the situation.

Most confabulating patients perform
poorly on many measures of memory,
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