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Abstract

Riemannian manifolds provide a principled way
to model nonlinear geometric structure inherent
in data. A Riemannian metric on said manifolds
determines geometry-aware shortest paths and
provides the means to define statistical models ac-
cordingly. However, these operations are typically
computationally demanding. To ease this compu-
tational burden, we advocate probabilistic numer-
ical methods for Riemannian statistics. In partic-
ular, we focus on Bayesian quadrature (BQ) to
numerically compute integrals over normal laws
on Riemannian manifolds learned from data. In
this task, each function evaluation relies on the
solution of an expensive initial value problem. We
show that by leveraging both prior knowledge and
an active exploration scheme, BQ significantly
reduces the number of required evaluations and
thus outperforms Monte Carlo methods on a wide
range of integration problems. As a concrete ap-
plication, we highlight the merits of adopting Rie-
mannian geometry with our proposed framework
on a nonlinear dataset from molecular dynamics.

1. Introduction

The tacit assumption of a Euclidean geometry, implying that
distances can be measured along straight lines, is inadequate
when data follows a nonlinear trend, which is known as the
manifold hypothesis. As a result, probability distributions
based on a flat geometry may poorly model the data and
fail to capture its underlying structure. Generalized distribu-
tions that account for curvature of the data space have been
put forward to alleviate this issue. In particular, Pennec
(2006) proposed an extension of the normal distribution on
Riemannian manifolds such as the sphere.

The key strategy to use such distributions on general data
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Figure 1. A LAND on a protein trajectory manifold of the enzyme
adenylate kinase. Each datum represents a conformation of the
protein, i.e., a spatial arrangement of its atoms. The conformation
corresponding to the LAND mean (#) is visualized.

manifolds is by replacing straight lines with continuous
shortest paths, known as geodesics, which respect the non-
linear structure of the data. This is achieved by introduc-
ing a Riemannian metric in the data space that specifies
how distance and volume are distorted locally. To this end,
Arvanitidis et al. (2016) proposed a maximum likelihood
estimation scheme based on a data-induced metric to learn
the parameters of a Locally Adaptive Normal Distribution
(LAND), illustrated in Fig. 1. However, it relies on a com-
putationally expensive optimization task that entails the
repeated numerical integration of the unnormalized density
on the manifold, for which no closed-form solution exists.
Hence we are interested in techniques to improve the effi-
ciency of the numerical integration scheme.

Probabilistic numerics (Hennig et al., 2015; Cockayne et al.,
2019) frames computations that are subject to noise and
approximation error as active inference. A probabilistic
numerical routine treats the computer as a data source, ac-
quiring evaluations according to a policy to decrease its
uncertainty about the result. Amongst probabilistic numer-
ical methods, we focus on Bayesian quadrature (BQ) to
compute intractable integrals on data manifolds. Bayesian
quadrature (O’Hagan, 1991; Briol et al., 2019) treats nu-
merical integration as an inference problem by constructing
posterior measures over integrals given observations, i.e.,
evaluations of the integrand. Besides providing sound un-
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certainty estimates, the probabilistic approach permits the
inclusion of prior knowledge about properties of the func-
tion to be integrated, and leverages active learning schemes
for node selection as well as transfer learning schemes, for
example when multiple similar integrals have to be jointly
estimated (Xi et al., 2018; Gessner et al., 2019). These
properties make BQ especially relevant in settings where the
integrand is expensive to evaluate, and make it a suitable
tool for integration on Riemannian data manifolds.

Contributions

* The uptake of Riemannian methods in machine learn-
ing is principally hindered by prohibitive computa-
tional costs. We here address a key aspect of this
bottleneck by improving the efficiency of integration
on data manifolds.

* We customize Bayesian quadrature to curved spaces by
exploiting knowledge about their structure. To this end,
we introduce a tailored acquisition function that min-
imizes the number of expensive computations by se-
lecting informative directions (instead of single points)
on the manifold. Adopting a probabilistic numerical
integration scheme enables efficient exploration of the
integrand’s support under a suitable prior.

* We demonstrate accuracy and performance of our ap-
proach on synthetic and real-world data manifolds,
where we observe speedups by factors of up to 20. In
these examples we focus on the LAND model, which
provides a wide range of numerical integration prob-
lems of varying geometry and difficulty. We highlight
molecular dynamics as a promising application area for
Riemannian machine learning models. The results sup-
port the use of probabilistic numerical methods within
Riemannian geometry to achieve significant speedup.

2. Riemannian Geometry

In our applied setting, we view R as a smooth manifold M
with a changed notion of distance and volume measurement
as compared to the Euclidean case. This view arises from
the assumption that data have a general underlying nonlin-
ear structure in RP (see Fig. 2), and thus, the following
discussion excludes manifolds with structure known a pri-
ori, e.g., spheres and tori. In our case, the tangent space
TuM at a point p € M is again R”, but centered at p.
This is a vector space that allows to represent points of the
manifold as tangent vectors v € RD, Pictorially, a vector
v € 7,M is tangential to some curve passing through .
Together, these vectors give a linearized view of the mani-
fold with respect to a base point p. A Riemannian metric
is a positive definite matrix M : R — Rf *D that varies
smoothly across the manifold. Therefore, we can define a

Figure 2. A protein trajectory manifold. A subset of the geodesics
is shown with respect to a fixed point p (). The background
is colored according to the volume element /|M| (Sec. 2.1) on
a log scale. We omit a colorbar, since the values are not easily
interpreted. Darker color indicates regions with small metric, to
which shortest paths are attracted. For one geodesic (=), we show
the downscaled tangent vector and the Log and Exp operations.

local inner product between tangent vectors v, w € 7, M as
(v,w), = (v, M(u)w), where (-, -) is the Euclidean inner
product. This inner product makes the smooth manifold a
Riemannian manifold (do Carmo, 1992; Lee, 2018).

A Riemannian metric locally scales the infinitesimal dis-
tances and volume. Consider a curve = : [0, 1] — M with
~(0) = p and (1) = x. The length of this curve on the
Riemannian manifold M is computed as

L(y) = / VEOMEORO) &, (1)

where §(t) = L~(t) € T,yM is the velocity of the
curve. The v* that minimizes this functional is the shortest
path between the points. To overcome the invariance of
L under reparametrization of ~y, shortest paths can equiv-
alently be defined as minimizers of the energy functional.
This enables application of the Euler-Lagrange equations,
which result in a system of 2" order nonlinear ordinary
differential equations (ODEs). The shortest path is obtained
by solving this system as a boundary value problem (BVP)
with boundary conditions v(0) = p and y(1) = x. Such a
length-minimizing curve is known as geodesic.

To perform computations on M we introduce two operators.
The first is the logarithmic map Log,, (x) = v, which repre-
sents a point x € M as a tangent vector v € 7, M. This can
be seen as the initial velocity of the geodesic that reaches x at
t = 1 with starting point p. The inverse operator is the expo-
nential map Exp,,(t-v) = ~(t) that takes an initial velocity
4(0) = v € T, M and generates a unique geodesic with
~(0) = p and v(1) = x. Note that Log,, (Exp,,(v)) = v,
and also, || Log,,(x)[|2 = [|v|][2 = L(~). Computationally,
the logarithmic map amounts to solving a BVP, whereas the
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exponential map corresponds to an initial value problem
(1vP). For general data manifolds, analytic solutions of the
geodesic equations do not exist, so we rely on specialized
approximate numerical solvers for the BVPs; however, find-
ing shortest paths still remains a computationally expensive
problem (Hennig & Hauberg, 2014; Arvanitidis et al., 2019).
In contrast, the exponential map as an IVP is an easier prob-
lem and solutions are significantly more efficient.

We illustrate our applied manifold setting in Fig. 2, where
we show geodesics starting from a point u, as well as the
Log and Exp operators between p and a point x. Note
that Figs. 1 to 4 are in correspondence, that is, they illus-
trate different aspects of the same setting. More details on
Riemannian geometry and the ODE system are in A.1.

2.1. Constructing Riemannian Manifolds from Data

The Riemannian volume element or measure dM(x) =
v/IM(x)| dx represents the distorted infinitesimal standard
Lebesgue measure dx. For a meaningful metric, this quan-
tity is small near the data and increases as we move away
from them. Intuitively, this metric behavior pulls shortest
paths near the data.

There are broadly two unsupervised approaches to learn
such an adaptive metric from data. Given a dataset x;.n
of N points in RP, Arvanitidis et al. (2016) proposed a
nonparametric metric to model nonlinear data trends as the
inverse of a local diagonal covariance matrix with entries

N 1
Maq(x) = (Z Wy (X) (Tna — 24)* + P) )

where the weights w,, are obtained from an isotropic Gaus-
_ Lxn—x]|?

sian kernel w,, (x) = exp ( s ) The lengthscale o

determines the curvature of the manifold, i.e., how fast the
metric changes. The hyperparameter p controls the value of
the metric components that is reached far from the data, so
the measure there is \/|M| = p~ 7. Typically, pis set to a
small scalar to encourage geodesics to follow the data trend.
However, this metric does not scale to higher dimensions
due to the curse of dimensionality (Bishop, 2006, Ch. 1.4).

Another approach relies on generative models to capture the
geometry of high-dimensional data in a low-dimensional
latent space (Tosi et al., 2014; Arvanitidis et al., 2018). Let a
datasety,.y € RP " with latent representation x,.;y € RP
and D' > D, such thaty,, = g(x, ) where g is a stochastic
function with Jacobian Jg(x) € RP"*P. Then, the pull-
back metric M(x) = E[Jg (x)Jg(x)] is naturally induced in
RP, which enables the computation of lengths that respect
the geometry of the data manifold in R” ". Even though
this metric reduces the dimensionality of the problem and
can be learned directly from the data by learning g, it is
computationally expensive to use due to the Jacobian.

To mitigate this shortcoming, we propose a surrogate Rie-
mannian metric. Consider a Variational Auto-Encoder
(VAE) (Kingma & Welling, 2014; Rezende et al., 2014)
with encoder gy (x[y) = N(x | py(y), diag(a?(y))), de-
coder py(y[x) = N(y | py(x), diag(o(x))) and prior
p(x) = N(x | 0,Ip), with deep neural networks as the
functions that parametrize the distributions. Then, the ag-
gregated posterior is

1 N
wo) = [ asle [ n9) dy = 5 D aolx v, @)
n=1

where the integral is approximated from the training data.
This is a Gaussian mixture model that assigns non-zero
density only near the latent codes of the data. Thus, mo-
tivated by Arvanitidis et al. (2020) we define a diagonal
Riemannian metric in the latent space as

M(x) = (20(x) +p) " - Ip. 4)
This metric fulfills the desideratum of modeling the local
behavior of the data in the latent space and it is more effi-
cient than the pullback metric. The variance o2 (-) of the
components is typically small, so the metric adapts well to
the data, which, however, may result in high curvature.

3. Gaussians on Riemannian Manifolds

Pennec (2006) theoretically derived the Riemannian normal
distribution as the maximum entropy distribution on a man-
ifold M, given a mean g and covariance matrix X. The
density' on M is

1 _
p(X) = C(IJ” z) exp <—2 <L0gp,(x)’ ! LOg;A(X)>)(5)

This is reminiscent of the familiar Euclidean density, but
with a Mahalanobis distance based on the nonlinear logarith-
mic maps. Analytic solutions for the normalization constant
C can be given only for certain manifolds that are known a
priori, like the sphere, since this requires analytic solutions
for the logarithmic and exponential maps.

Arvanitidis et al. (2016) extended this distribution to general
data manifolds (see Fig. 1) where the Riemannian metric is
learned as discussed in Sec. 2.1. In this case, M = R? and
TuM =RP 50 £ € R?*P. The normalization constant
is computed using a naive Monte Carlo scheme as

[ o (<5 Lom, (0.5 Log, () ) aME0. ©

= \/(27r)D|Z|/ Gu(V)N(v;0,X) dv =C(u, X),
TuM

'"The covariance X ¢ on M is not equal to I'j\/ll, but the co-
variance on 7, M is £ = [, Throughout the paper we take the
second perspective. For additional technical details see A.1.
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Figure 3. The function g,, on the tangent space of the protein tra-
jectory manifold. The origin 0 (®) corresponds to the point p
on the manifold from which the exponential maps are computed.
Contours of the integration measure N '(v; 0, X) are in light gray.
Logarithmic maps Log,, (x,) of the data are scattered in white.
The background is colored according to the volume element on a
log scale. The color scale is quantitatively unrelated to Fig. 2.

where g,,(v) =, /|M(Exp#(v))| gives the tangent space
view on the volume element. An example of g,, is depicted
in Fig. 3. Instead of having to solve BVPs for the logarithmic
maps, we now integrate on the Euclidean tangent space,
where we solve significantly faster exponential maps (IVPs).

The normalization constant is needed to estimate maximum
likelihood parameters p and X. For this, we use gradient
descent in an alternating fashion, keeping p fixed while
optimizing ¥ and vice versa, as detailed in A.2. Note that
C(p, X) acts as a regularizer, keeping p near the data man-
ifold and penalizing an overestimated ¥. Moreover, the
constant enables the definition of a mixture of LANDs.

The MC estimator for this integral requires the evaluation of
a large number of exponential maps and is ignorant about
known structure of the integrand. We replace MC by BQ to
drastically reduce the number of these costly evaluations
needed to retain accuracy. Our foremost goal is to speed up
numerical integration on data manifolds since exponential
maps are, albeit faster than the BVPs, still relatively slow.
The runtime of exponential maps depends on the employed
metric (see Sec. 2.1) and on other factors such as curvature
or curve length.

4. Bayesian Quadrature

Bayesian quadrature (BQ) is a probabilistic approach to in-
tegration that performs Bayesian inference on the value of
the integral given function evaluations and prior assump-
tions on the integrand (e.g., smoothness). The probabilistic
model enables a decision-theoretic approach to the selection
of informative evaluation locations. BQ is thus inherently
sample-efficient, making it an excellent choice in settings

where function evaluations are costly, as is the case in Eq. (6)
where evaluations of the integrand rely on exponential maps.
The key strategy for the application of BQ in a manifold
context is to move the integration to the Euclidean tangent
space. We review vanilla BQ and then apply adaptive BQ
variants to the integration problem in Eq. (6).

4.1. Vanilla BQ

Bayesian quadrature seeks to compute otherwise intractable
integrals of the form

C= [ [fv)r(v)dv, ()

RD

where f(v) : RP — R is a function that is typically expen-
sive to evaluate and (v) is a probability measure on R,
A Gaussian process (GP) prior is assumed on the integrand
to obtain a posterior distribution on the integral by condi-
tioning the GP on function evaluations. Such a GP is a distri-
bution over functions with the characterizing property that
the joint distribution of a finite number of function values
is multivariate normal (Rasmussen & Williams, 2006). It
is parameterized by its mean function m(v) and covariance
function (or kernel) k(v,v’), and we write f ~ GP(m, k).
After observing data D at input locations V = vy.;; and
evaluations f = f(v)1.,s, the posterior is

mp(v) = m(v) + k(v, V)E(V,V)" 1 (F = m(V)),

! / -1 ! (8)
kp(v,v') = k(v,v') — k(v, V)E(V, V) E(V,v').

Due to linearity of the integral operator, the random variable
C representing our belief about the integral follows a uni-
variate normal posterior after conditioning on observations,
with posterior mean E[C | D] = [ mp(v)7(v) dv and
variance V[C | D] = [ kp(v,Vv)7w(v)m(v') dv dv'. For
certain choices of m, k and m, these expressions have a
closed-form solution (Briol et al., 2019).

4.2. Warped BQ

The integration task we consider is Eq. (6), where the inte-
gration measure on the tangent space 7, M is Gaussian of
the form 7(v) = N (v;0, X). To encode the known positiv-
ity of the integrand ¢ := g, (v) > 0, we model its square-
root by a Gaussian process. Let f = /2(g — 0), where
d > 0is a small scalar and f ~ GP(m, k). Consequently,
g=40+ % f2 is guaranteed to be positive. Assume noise-free

observations of f as f = /2(g(V) — 0). Inference is done

in f-space and induces a non-Gaussian posterior on g.

To overcome non-Gaussianity, Gunter et al. (2014) proposed
an algorithm dubbed warped sequential active Bayesian
integration (WSABI). WSABI approximates g by a GP either
via a local linearization on the marginal of g at every location
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v (WSABI-L) or via moment-matching (WSABI-M). The
approximate mean and covariance function of g can be
written in terms of the moments of f as

1
p(v) = 8+ Smp(v)? + Tkp(v,v),

9)

Fo(v.v') = Zkp(v,v) + mp ()kp (v, V) mp (),
where 7 = 0 for WSABI-L and = 1 for WSABI-M. For
suitable kernels, these expressions permit closed-form in-
tegrals for BQ. Chai & Garnett (2019) discuss these and
other possible transformations. Kanagawa & Hennig (2019)
showed that the algorithm is consistent for § > 0.

In the present setting, WSABI offers three main advantages
over vanilla BQ and MC: First, it encodes the prior knowl-
edge that the integrand is positive everywhere. Second,
for metrics learned from data, the volume element typi-
cally grows fast and takes on large values away from the
data. This makes modeling g directly by a GP impractical,
especially when the kernel encourages smoothness. The
square-root transform alleviates this problem by reducing
the dynamic range of f compared to that of g. Finally,
WSABI yields an active learning scheme that adapts to the
integrand in that the utility function explicitly depends on
previous function values. Gunter et al. (2014) proposed
uncertainty sampling, under which the next location is eval-
uated at the location of largest uncertainty under the integra-
tion measure. The WSABI objective is the posterior variance
of the unwarped GP scaled with the squared integration
measure

u(v) = kp(v,v)m(v)?, (10)

which we optimize to sequentially select the next tangent
vector for evaluation of the exponential map and thus g.

4.3. Directional Cumulative Acquisition

In our manifold setting, the acquisition function is defined
on the tangent space. Exponential maps yield intermediate
steps on straight lines in the tangent space, as moving along
a geodesic does not change the direction of the initial ve-
locity, only the distance traveled. As a result, after solving
Exp,, (a - r) for a unit vector r, we get evaluations of the
integrand at other locations gr, 0 < 8 < «, essentially for
free. Because the TVP is solved already, only g has to be
evaluated at the respective location, which is cheap once the
exponential map is computed.

This observation motivates rethinking the scheme for se-
quential design to select good initial directions instead of
fixed velocities for the exponential map. We propose to se-
lect these initial directions such that the cumulative variance
along the direction on the tangent space is maximized, and
multiple points along this line with large marginal variance

Figure 4. Posterior over g, (v)N (v;0,X). We compare WSABI-
L using uncertainty sampling (left) and DCV (right). Observed
locations are scattered in white. The linear color scale represents
the posterior magnitude.

are then selected to reduce the overall variance. The modi-
fied acquisition function, i.e., the cumulative variance along
a straight line, can be written as

0= [ uton) as (an

The new acquisition policy arises from optimizing u for
unit tangent vectors r. We call the acquisition function from
Eq. (11) directional cumulative variance (DCV). While it
does have a closed-form solution, that solution costs O(M*)
to evaluate in the number M of evaluations chosen for BQ.
We resort to numerical integration to compute the objective
and its gradient (A.3). This is feasible because these are
multiple univariate integrals that can efficiently be estimated
from the same evaluations. Since r is constrained to lie on
the unit hypersphere, we employ a manifold optimization
algorithm (A.3). Once an exponential map is computed,
we use the standard WSABI objective to sample multiple
informative points along the straight line - r. For simplicity,
we use DCV only in conjunction with WSABI-L.

Optimizing this acquisition function is costly as it requires
posterior mean predictions and predictive gradients of the
GP inside the integration. Furthermore, confining observa-
tions to lie along straight lines implies that BQ may cover
less space given a fixed number of function evaluations.
Therefore, DCV will be useful in settings where exponential
maps come at a high computational cost. Fig. 4 compares
posteriors arising from standard WSABI-L using uncertainty
sampling (simply referred to as WSABI-L) and DCV.

4.4. Choice of Integrand Model

We use a Matérn-5/2 kernel to model g,,, which we found
to be more robust than the square exponential kernel (RBF).
The Matérn model makes less strong assumptions on dif-
ferentiability (Stein, 2012) and empirically proved more
suitable in high-curvature settings in which the integrand
shows large variability. Depending on the employed Rie-
mannian metric, we can set the constant prior mean of g to
the known volume element far from the data (Sec. 2.1). This
amounts to the prior assumption that wherever there are no
observations yet, the distance to the data is likely high.
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Figure 5. Boxplot error comparison (log scale, shared y-axis) of BQ and MC on whole LAND fit for different manifolds. For MC, we
allocate the runtime of the mean slowest BQ method. Each box contains 16 independent runs.
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Figure 6. Mean runtime comparison (for a single integration) of
the BQ methods. Errorbars indicate 95% confidence intervals w.r.t
the 16 runs on each LAND fit. The reported runtimes belong to the
boxplots in Fig. 5.

4.5. Transfer Learning

The LAND optimization process requires the sequential com-
putation of one integral per iteration as the parameters of
the model get updated in an alternating manner. In general,
elaborate schemes as in Xi et al. (2018) and Gessner et al.
(2019) are available to estimate correlated integrals jointly.
However, our integrand g,, does not depend on the covari-
ance X of the integration measure 7. Therefore, exponential
maps remain unaltered when only the covariance X changes
from one iteration to the next while the mean p remains
fixed. BQ can thus reuse the observations from the previous
iteration and only needs to collect a reduced number of new
samples to account for the changed integration measure.
This node reuse enables tremendous runtime savings.

5. Experiments

We test the methods (WSABI-L, WSABI-M, DCV) on both
synthetic and real-world data manifolds. Our aim is to show
that Bayesian quadrature is faster compared to the Monte
Carlo baseline, yet retains high accuracy. The experiments
focus on the LAND model to illustrate practical use cases of
Riemannian statistics. Furthermore, the iterative optimiza-

tion process yields a wide range of integration problems
(Eq. 6) of varying difficulty. In total, our experiments com-
prise 43,920 BQ integrations.

For different manifolds, we conduct two kinds of ex-
periments: First, we fit the LAND model and record all
integration problems arising during the optimization
procedure (A.2). This allows us to compare the competitors
on the whole problem, where BQ can benefit from node
reuse. As the ground truth, we use extensive MC sampling
(S = 40,000). We fix the number of acquired samples
for BQ and generate boxplots from the mean errors on
the whole LAND fit for 16 independent runs (Fig. 5).
Due to the alternating update of LAND parameters during
optimization, either the integrand or the integration measure
changes over consecutive iterations. We let WSABI-L and
WSABI-M actively collect 80 in the former and 10 samples
additionally to the reused ones in the latter case; for DCV,
we fix 18 and 2 exponential maps, respectively, and acquire
6 points on each straight line. Integration cost for BQ is thus
highly variable over iterations. Allocating a fixed runtime
would not be sensible as BQ benefits from collecting more
information after updates to the mean, a time investment
that is over-compensated in the more abundant and—due
to node reuse—cheap covariance updates. We choose
sample numbers so as to allow for sufficient exploration
of the space with practical runtime. For MC, we allocate
the runtime budget of the mean slowest BQ method on
that particular problem in order to compare accuracy over
runtime. Mean runtimes for single integrations, averaged on
entire LAND fits, are shown in Fig. 6 and mean exponential
map runtimes, as computed by MC, are reported in A.4.

Secondly, we focus on the first integration problem of each
LAND fit in detail and compare the convergence behavior
of the different BQ methods and MC over wall clock run-
time (Fig. 7). We use the kernel metric (Sec. 2.1) when
not otherwise mentioned. All further technical details for
reproducibility are in A.4. In the plot legends, we abbreviate
WSABI-L/WSABI-M with W-L/W-M, respectively. Code is
publicly available at github.com/froec/BQonRDM.
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Figure 7. Comparison of BQ and MC errors against runtime (vertical log scale, shared legend and axes) for different manifolds, on the first
integration problem of the respective LAND fit. Shaded regions indicate 95% confidence intervals w.r.t. the 30 independent runs (A.4).
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Figure 8. Model comparison on CIRCLE toy data.

5.1. Synthetic Experiments

Toy Data We generated three toy data sets and fitted
the LAND model with pre-determined component numbers.
Here we focus on a circle manifold with 1000 data points,
for which we compare the resulting LAND fit to the Eu-
clidean Gaussian mixture model (GMM) in Fig. 8, and report
results for the other datasets in A.4.

Higher-dimensional Toy Data With increasing number
of dimensions, new challenges for metric learning and
geodesic solvers appear. With the simple kernel metric,
almost all of the volume will be far from the data as the
dimension increases, a phenomenon which we observe al-
ready in relatively low dimensions. Such metric behavior
can lead to pathological integration problems, as the inte-
grand may then become almost constant. In this experiment,
we embed the circle toy data in higher dimensions by sam-
pling random orthonormal matrices. After projecting the
data, we add Gaussian noise ¢; ~ N(0,0.01) and standard-
ize. Here we show the result for d = 5 and report results for
d={3,4} in A4.

5.2. Real-World Experiments

MNIST We trained a Variational Auto-Encoder on the first
three digits of MNIST using the aggregated posterior metric
(Sec. 2.1) and found that the LAND is able to distinguish the
three clusters more clearly than a Euclidean Gaussian mix-

A

(a) LAND

Figure 9. Model comparison on three-digit MNIST.

ture model, see Fig. 9. The LAND favors regions of higher
density, where the VAE has more training data. In this ex-
periment, the gain in speed of BQ is even more pronounced,
since exponential maps are slow due to high curvature. MC
with 1000 samples achieves 2.78% mean error on the whole
LAND fit with a total runtime of 6 hours and 56 minutes,
whereas DCV (18/2 exponential maps) achieves 2.84% error
within 21 minutes; a speedup by a factor of =~ 20.

Molecular Dynamics In molecular dynamics, biophysi-
cal systems are simulated on the atomic level. This approach
is useful to understand the conformational changes of a pro-
tein, i.e., the structural changes it undergoes. A Riemannian
model is appropriate in this setting, because not all atom co-
ordinates represent physically realistic conformations. For
instance, a protein clearly does not self-intersect. Adapting
locally to the data by space distortion is thus critical for
modeling. More specifically, the LAND model is relevant
because clustering conformations and finding representative
states are of scientific interest (see e.g., Papaleo et al., 2009;
Wolf & Kirschner, 2013; Spellmon et al., 2015; Tribello &
Gasparotto, 2019). The LAND can visualize the conforma-
tional landscape and generate realistic samples. Plausible
interpolations (trajectories) between conformations may be
conceived of as geodesics under the Riemannian metric.

We obtained multiple trajectories of the closed to open tran-
sition of the enzyme adenylate kinase (ADK) (Seyler et al.,
2015). Each observation consists of the Cartesian (z, y, 2)
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Figure 10. Comparison of the Euclidean Gaussian vs. LAND mean
and eigenvectors on ADK data. Data is colored according to the
radius of gyration, a measure indicating how “open” the protein is,
providing a visual argument for the manifold hypothesis.
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Figure 11. ADK in closed, LAND mean and open state.

coordinates for each of the 3,341 atoms, yielding a 10,023
dimensional vector. As is common in the field, we used
PCA to extract the essential dynamics (Amadei et al., 1993),
which clearly exhibit manifold structure (Fig. 1). The first
two eigenvectors already explain 65% of the total variance
and suffice to capture the transition motion. We model the
ADK manifold with high curvature and large measure far
from the data to account for the knowledge that realistic
trajectories lie closely together. This makes for a challeng-
ing integration problem, since most mass is near the data
boundary due to extreme metric values.

A single-component LAND yields a representative state for
the transition between the closed and open conformation.
Whereas the Euclidean mean falls outside the data mani-
fold, the LAND mean is reasonably situated. Plotting the
eigenvectors of the covariance matrix makes it clear that the
LAND captures the intrinsic dimensions of the data manifold
(Fig. 10) and that the mean interpolates between the closed
and open state (Fig. 11). Our aim here is to demonstrate that
molecular dynamics is an exciting application area for Rie-
mannian statistics and sketch potential experiments, which
are then for domain experts to design.

5.3. Interpretation

We find that BQ consistently outperforms MC in terms of
speed. Even on high-curvature manifolds with volume el-

ements spanning multiple orders of magnitudes, such as
MNIST and ADK, the GP succeeds to approximate the inte-
grand well. Among the different BQ candidates, we cannot
discern a clear winner, since their performance depends on
the specific problem geometry and exponential map run-
times. DCV performs especially well when geodesic compu-
tations are costly, such as for MNIST. We note that geodesic
solvers and metric learning are subject to new challenges in
higher dimensions, which merit further research effort.

6. Conclusion and Discussion

Riemannian statistics is the appropriate framework to model
real data with nonlinear geometry. Yet, its wide adoption is
hampered by the prohibitive cost of numerical computations
required to learn geometry from data and operate on mani-
folds. In this work, we have demonstrated on the example
of numerical integration the great potential of probabilistic
numerical methods (PNM) to reduce this computational bur-
den. PNM adaptively select actions in a decision-theoretic
manner and thus handle information with greater care than
classic methods, e.g., Monte Carlo. Consequently, the delib-
erate choice of informative computations saves unnecessary
operations on the manifold.

We have extended Bayesian quadrature to Riemannian mani-
folds, where it outperforms Monte Carlo over a large number
of integration problems owing to its increased sample effi-
ciency. Beyond known active learning schemes for BQ, we
have introduced a version of uncertainty sampling adapted
to the manifold setting that allows to further reduce the num-
ber of expensive geodesic evaluations needed to estimate
the integral.

Numerical integration is just one of multiple numerical tasks
in the context of statistics on Riemannian manifolds where
PNM suggest promising improvements. The key operations
on data manifolds are geodesic computations, i.e., solutions
of ordinary differential equations. Geodesics have been
viewed through the PN lens, e.g., by Hennig & Hauberg
(2014), but still offer a margin for increasing the perfor-
mance of statistical models such as the considered LAND.

Once multiple PNM are established for Riemannian statistics,
the future avenue directs towards having them operate in a
concerted fashion. As data-driven Riemannian models rely
on complex computation pipelines with multiple sources
of epistemic and aleatory uncertainty, their robustness and
efficiency can benefit from modeling and propagating un-
certainty through the computations.

All in all, we believe the coalition of geometry- and un-
certainty-aware methods to be a fruitful endeavor, as these
approaches are united by their common intention to respect
structure in data and computation that is otherwise often
neglected.
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